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Abstract 

This document describes the technical components and the technical evaluation of the first 
version of the integrated beAWARE platform ƛƳǇƭŜƳŜƴǘŜŘ ǿƛǘƘƛƴ ²ƻǊƪ tŀŎƪŀƎŜ т άSystem 
development, integration and evaluationέΦ It provides an overview of the integration status 
of the different components the hosting infrastructure and the improvements that are 
performed since the operational version. The First Prototype is the updated version of the 
platform that integrates most of the services as a baseline version according to the 
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requirements in Milestone 3. 
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Executive Summary 

The main goal of this document is to present the technical assessment of the 1st version of 
beAWARE platform through performance benchmarking experiments performed on 
ǎȅǎǘŜƳΩǎ ŎƻƳǇƻƴŜƴǘǎ in order to verify its correct operation and interoperability of the 
different integrated modules to meet the requirements of the use cases for the end users. 
These requirements have been defined in D2.оάtƛƭƻǘ ¦ǎŜǊ /ŀǎŜǎ ŦƻǊ ǘƘŜ мst ǇǊƻǘƻǘȅǇŜέΦ ¢Ƙƛǎ 
document upgrades the previous version D7.3άIntegrated operational beAWARE platformέΦ 

The development status of each component is updated and summarised along with the 
integration approach and infrastructure that was used towards the implementation of the 
platform. The deliverable also demonstrates the operational use case scenarios that have 
successfully been implemented in order to test the interoperability of the different 
integrated modules.  

Specifically three different use cases have been implemented, based on hypothetical 
storylines taking example from real crisis events:  

1. Flood: A hypothetical storyline is assumed, taking example from the great flood of 
November 2010 when the Vicenza city centre, a very busy residential and commercial 
area, was submerged. 

2. Fire: ¢ƘŜ ǘŜǊǊƛǘƻǊȅ ƻŦ [ŀ 5ŜǾŜǎŀ ŘŜ ƭȰ!ƭōǳŦŜǊŀ ό±ŀƭŜƴŎƛŀύ Ƙŀǎ ōŜŜƴ ŀŦŦŜŎǘŜŘ ōȅ ǎƻƳŜ ŦƛǊŜǎ 
in the past. This use case refers to a simulated forest fire in the area.  

3. Heatwave: The area of Thessaloniki was chosen since according to various studies 
conducted the city is ranked at the top of the heatwave scale. 

Use cases depict the process flow through the platform based on its most likely use. 

Overall, end-userǎΩ feedback has confirmed the initial approach and the relevance of the 
predefined requirements. Technically, all modules have been deployed at a basic level 
fulfilling the requirement as referred in D7.2 άSystem requirements and architectureέ. The 
general assessment from this deliverable is that the evaluation showed positive feedback 
and clearly pointed out the planning path towards the 2nd prototype.  

 Functional results and screenshots are presented in this deliverable.  
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Abbreviations and Acronyms 

API  Application Programming Interface 

ASR Automatic Speech Recognition 

CDR Central Data Repository 

CI Continuous Integration 

DTr dynamic texture recognition 

DTstL  Dynamic Texture spatio-temporal localization  

GUI Graphical User Interface 

IoT Internet of Things 

JSON   JavaScript Object Notation 

K8s Kubernetes 

KB ς Knowledge Base 

KBR ς Knowledge Base Repository 

KBS ς Knowledge Base Service 

M2M Machine-to-machine 

MRG Multilingual Report Generator 

MSB  Message Bus 

MTA Multilingual Text Analyzer 

ObjD object detection 

OGC The Open Geospatial Consortium 

PaaS Platform as a Service 

PSAP Public-safety answering point 

SOA Service-oriented architecture 

STL Spatio-Temporal localization 

TLc traffic level classification 

WP Work Package 



   D7.4 ς V0.5 

 

Page 6 

Glossary 
BlueMix ς a public cloud hosting platform provided by IBM 

Cloud Foundry ς an open and extensible Platform as a Service offering 

Consumable - Designing an easy to use product 

Mongo DB ς Scalable document oriented NoSQL data store 

JSON - (JavaScript Object Notation) is a lightweight data-interchange format often used in 
web applications 

Kafka ς A messaging middleware mostly used to connect between different components 

Kubernetes ς Containers orchestration service: an open-source system for automating 
deployment, scaling, and managing containerized applications. 

OWL - The Web Ontology Language is a family of knowledge representation languages for 
authoring ontologies 

PSAP ς Command and control centre to serve authorities, first responders, and citizens, 
mainly during crisis situations 
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1 LƴǘǊƻŘǳŎǘƛƻƴ 

In this document we provide the output of the efforts of creating the integration, testing and 
technical evaluation of the 1st version of beAWARE platform (P1), due M18 (June, 2018). For 
the fulfilment of the integration plan partners collaborated in many different occasions, 
especially for the definition of the necessary integration points between components, but 
also for a common approach regarding testing and evaluation with main goal to cover the 
functionality defined by the end-users. The integration of this 1st version is a continuation of 
ǘƘŜ Ǉƭŀƴ ŘŜŦƛƴŜŘ ƛƴ 5тΦо άIntegratŜŘ ƻǇŜǊŀǘƛƻƴŀƭ ōŜ!²!w9 ǇƭŀǘŦƻǊƳέ and the Architectural 
Design, continued with the specification of the mechanisms described in D7.2 άSystem 
requirements and architectureέ. The goal of revising the integration plan is to support the 
development by guiding the integration of the software components to the final version of 
the beAWARE platform, with the agreement on identified interfaces.  

The document is structured in 5 sections: Section 2 provides a complete synthetic summary 
of the development status of each component. Section 3 details the process flow through 
the use cases as sequential steps followed for the interoperability assessment Section 4 
presents the methodology followed for validation and some quantitative evaluation of the 
beAWARE key Factors. Finally, Section 5 summarizes the conclusions. 

Overall, this report shows that the beAWARE project has achieved its objectives so far and 
fulfilled its key requirements. In addition, the beAWARE technical evaluation activities have 
allowed identifying and quantifying the strengths as well as some weaknesses of the 
platform and planning the path for the 2nd prototype. 

1.1  Integration Overview and current status 

In D7.1, a technological roadmap was established. This roadmap determines the main 
attributes and timelines for the development of the different components of the beAWARE 
platform and describes an iterative approach from the initial operation prototype towards to 
the final version of the beAWARE platformΦ ¢ƘŜ άǿŀƭƪƛƴƎ ǎƪŜƭŜǘƻƴέ ŦƻǊ ǘƘƛǎ ǘŜŎƘƴƛŎŀƭ 
roadmap is presented below: 

During the first year of the project the main goal was to provide an initial operational version 
of the Prototype which could allow a fast and easy integration framework including dummy 
services and services with limited functionality on them.  

In this second step of implementation and according to the expected timeline for MS3, a first 
version of a functional Prototype is presented, followed by improvement of the 
functionalities  
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Figure 1: beAWARE walking skeleton 
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2 CƛǊǎǘ tǊƻǘƻǘȅǇŜ !ǊŎƘƛǘŜŎǘǳǊŜ  

In this section is provided a high-level overview of the beAWARE platform architecture, 
explaining the components forming the system from a functional standpoint. 

The 1st beAWARE prototype has successfully integrated all modules, as described in the DoW 
extending the functionalities of the Operational Prototype. Particularly it integrates (i) the 
basic module of text analysis (ii) the crisis classification, (iii) the semantic representation and 
reasoning module (iv) the emergency report generation modules (v) and the data source 
management framework prototype. 

2.1  Global view 

The global architecture for the beAWARE platform has been discussed at length in D7.1, 
D7.2 and D7.3. The architecture is roughly made up of the following layers:  

1. Ingestion layer, containing mechanisms and channels through which data is brought into 
the platform; 

2. Internal services layer, is comprised of a set of technical capabilities which are consumed 
by different system components. This layer includes services such as generic data 
repositories and communication services being used by the different components; 

3. Business layer, containing the components that perform the actual platform-specific 
capabilities; 

4. External facing layer, including the end-ǳǎŜǊǎΩ ŀǇǇƭƛŎŀǘƛƻƴǎ ŀƴŘ t{!t όtǳōƭƛŎ-safety 
answering point) modules, interacting with people and entities outside the platform 
(end-users of the platform).  

An overview of all the components, in this first version of the platform, with a functional 
description and their dependencies is given in the following subsections. The complete set of 
functional dependencies between all the implemented components and their technical 
description can be consulted in the corresponded Deliverables. 
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Figure 2: Architectural high-level view 

2.2  Ingestion Layer 

This layer serves as the input mechanism into the platform. Within this layer we can classify 
two modules: the Social Media Monitoring and the Monitoring machine sourcing 
information. 

2.2.1   Social Media Monitoring module 

The Social Media Analytics (SMA) component serves two different purposes. On one hand, 
ǘƘŜ ƳƻŘǳƭŜ ŎǊŀǿƭǎ ǎƻŎƛŀƭ ƳŜŘƛŀ ŎƻƴǘŜƴǘ ŜȄǇƭƻƛǘƛƴƎ ¢ǿƛǘǘŜǊΩǎ {ǘǊŜŀƳƛƴƎ !tL1 and after it 
classifies the posts as relevant or irrelevant; it forwards them to the Knowledge Base Service 
(KBS) to populate corresponding incident reports and to the Multilingual Text Analyzer 
(MTA) for further analysis. On the other hand, the module receives the analyzed texts from 
MTA, clusters the tweets based on time and location and sends a Twitter report per cluster 

                                                      
1
 https://dev.twitter.com/streaming/overview  

https://dev.twitter.com/streaming/overview
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to KBS. This second service is not delivered yet since retrieving location from tweets is a 
complex technique which is still under study and will be implemented under the MTA 
component on the next step of integration.  

2.2.2   Monitoring machine sourcing information from IoT and M2M platforms module  

Meteorological forecasts as well as hydrological and hydraulic data with forecast information 
about risk of flooding are important to the anticipation of extreme natural events such as 
flood, fire or heatwave. Furthermore, sensor data is crucial for monitoring the onset and 
progress of a crisis.  

Crisis Classification module, currently implemented within this 1st prototype, collects all 
these data from heterogeneous resources ,through data wrappers that mediates, aiming to 
estimate the level of severity and the risk for an forthcoming or ongoing crisis. Thus, it 
utilises data from:  the SensorThings Server API module which gathers and stores sensing 
information from physical sensors. Those sensors have been settled to weather stations in 
the region of interest. In order to acquire these data, CRCL module formulates and sends 
requests to SensorThings Server API. 

¢ƘŜ ǉǳŜǊȅΩǎ ǊŜǇƭȅ Ŏƻƴǘŀƛƴǎ ǘƘŜ !aL/h ŦƻǊŜŎŀǎǘǎ ǊŜƎŀǊŘƛƴƎ ǘƘŜ ²ŀǘŜǊ [ŜǾŜƭ ƻǾŜǊ ǘƘŜ ǊƛǾŜǊ 
sections for a specific period of time.  

Exploiting the Weather Forecast Models, like HIRLAM. Crisis Classification module 
formulates and poses requests to Finnish Meteorological Institute (FMI) data services. 

The extracted data are in the Geography Markup Language (GML), which is the XML 
grammar defined by the Open Geospatial Consortium (OGC) to express geographical 
features. The data present the parameters values (Air Temperature, Humidity and Wind 
Speed) to a specific location. 

2.3  Business Layer 

This layer encompasses the components that provide the actual platform specific 
capabilities. 

2.3.1   Semantic modelling, integration and aggregation 

To facilitate the usage and exchange of information, beAWARE deploys a semantic 
representation model, i.e. an ontology. For the creation of the ontology, we analysed 
important domain information regarding its semantics and formalized this information in 
OWL (Web Ontology Language), giving it well-defined meaning. The concepts that the 
ontology encompasses include: vulnerable objects, like people or assets, damages and 
related impacts, the description of incidents and associated climate conditions. The ontology 
also contains instantiated information. The model is fully described in beAWARE D4.2. 

The ontology is hosted on a knowledge base (KB), and is implemented using the Fraunofer 
Lh{. ŘŜǾŜƭƻǇŜŘ ǎȅǎǘŜƳ ²ŜōDŜƴŜǎƛǎϯΣ ǿƘƛŎƘ ƛǎ ŀ ŎƻƴǘŜƴǘΣ ŎƻƳƳǳƴƛǘȅΣ ŀƴŘ ƪƴƻǿƭŜŘƎŜ 
management system. It supports the user by providing several options and tools for 
managing, requesting, inserting, and visualizing data. Unlike many other content 
managemeƴǘ ǎȅǎǘŜƳǎΣ ƛǘ ƛǎ ŀƭǎƻ ŀōƭŜ ǘƻ ǿƻǊƪ ǿƛǘƘ ƻƴǘƻƭƻƎƛŜǎΦ {ƛƴŎŜ ²ŜōDŜƴŜǎƛǎϯ ǎŜǇŀǊŀǘŜǎ 
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content and layout it offers standardized templates for information categories and 
harmonizes the appearance. 

hƴ ǘƻǇ ƻŦ ōŜ!²!w9Ωǎ Y. ƭŀȅǎ ǘƘŜ YƴƻǿƭŜŘƎŜ .ŀǎŜ {ŜǊǾƛŎŜ όY.{ύΣ ŀ ǎophisticated middleware 
that handles storage, processing and retrieval of system data. Moreover, it acts as a 
communication proxy, receiving inputs from various components and informing other 
components. The interaction of the KBS with other system modules is summarized in Figure 
3. 

 

Figure 3 ς KBS connectivity diagram 

More specifically, the KBS engages in the following ǇƛǇŜƭƛƴŜǎ ǿƛǘƘƛƴ ǘƘŜ ǎȅǎǘŜƳΩǎ 
communication bus (MSB): 

¶ The dedicated beAWARE mobile application (APP) publishes new incident reports and 
their updates as message in topic TOP021_INCIDENT_REPORT. The KBS parses the 
provided information (incident location, timestamp, attachments, etc.) and populates it 
to the appropriate ontology classes. Then, the KBS assembles and produces 
corresponding messages (TOP101_INCIDENT_REPORTύ ǘƻ ƴƻǘƛŦȅ ǘƘŜ ǎȅǎǘŜƳΩǎ ǳǎŜǊ 
interface (PSAP). 

¶ New incident reports are also received by the social media components in topics 
TOP001_SOCIAL_MEDIA_TEXT and TOP003_SOCIAL_MEDIA_REPORT, and handled by 
the KBS in a similar way. 

¶ Upon the announcement of new incident reports in the aforementioned topics, the two 
analysis modules MEDHUB and MTA (for image, video, audio and text analysis) are 
triggered and produce analysis results for reported attachments. These results are 
published in topics TOP017_VIDEO_ANALYZED, TOP018_IMAGE_ANALYZED and 
TOP028_TEXT_ANALYSED. The KBS monitors these topics and, when an analysis has 
been received, it associates the detected entities with the analysed media items and the 
original incident reports that had been previously created in the KB (see former flows). 

¶ After each reception of analysis data, the KBS needs to update the PSAP with the newly 
discovered information. This also happens by producing update messages to topic 
TOP101_INCIDENT_REPORT. These messages contain two fields, Title and Description, 
which are considered crucial for the short, intuitive presentation of incidents at the user 
interface. Thus, the KBS firstly needs to consult the dedicated report-generation 
component (MRG). A message in topic TOP030_REPORT_REQUESTED is produced by the 
KBS, where all incidents and incident participants are enumerated, along with additional 
details, such as incident severity, timestamps, etc. Subsequently, the MRG generates a 
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report with a title and a description, as the summarization and verbalization of the 
enumerated entities. These values are returned to the KBS through the topic 
TOP040_TEXT_RERORT_GENERATED, and are then integrated in the 
TOP101_INCIDENT_REPORT PSAP-update message. 

¶ The initialization of the beAWARE system is signalled by a message in topic 
TOP111_SYSTEM_INITIALIZATION, which contains information about the place of 
interest and various other parameters. This message triggers the KBS to search the KB 
for registered places of relief (e.g. public facilities) within a certain radius (e.g. 50km). 
For each such place, a new incident report is sent to the PSAP 
(TOP101_INCIDENT_REPORT). Moreover, the availability of relief places can be updated 
via the same topic, once the analysis components discover relevant information within 
the various attachments. 

¶ As a future task, the KBS will establish communication with the Crisis Classification 
component (see section 0) in order to feed it with existing knowledge and support its 
functionality. 

Besides monitoring the bus and storing/exchanging information, the KBS incorporates a 
semantic reasoning mechanism to support and enrich incoming data, by inferring underlying 
knowledge and discovering interlinkages between incidents during a crisis. This mechanism 
is rule-based, implemented with a combination of Python code and an elaborate SPARQL 
ruleset. Specifically, some tasks handled by this reasoning mechanism are the calculation of 
the severity index, the clustering of incidents and the monitoring of safe locations. 

2.3.2   Crisis Classification 

The Crisis Classification component will encapsulate the necessary innovative solutions that 
will allow to beAWARE platform to provide early warning and decision support to the Public 
Safety Answering Point (PSAP). 

Crisis Classification (CRCL) system aims to support the beAWARE platform functionalities in 
two folds. Firstly, as an Early Warning System in order to warn the authorities and first 
responders of an upcoming extreme event such as the hazard of flood (pre-emergency 
phase). Secondly, during the crisis, to operate as a real-time monitoring and risk assessment 
system and to support local stakeholders, authorities and rescue teams to make accurate 
and timely decisions and take actions.  

The components of the CRCL system are connected via Web Services to exchange data and 
messages. The backbones components of the CRCL system are:  

¶ The Early Warning System which assesses the Overall Crisis Level based on the 
forecast hydrological and weather data in the pre-emergency phase; 

¶ The Real-time Monitoring & Risk Assessment module which assists authorities and 
local stakeholders to evaluate the evolution of the flood by estimating its overall 
crisis level and its severity in order to make efficient decisions and timely actions. 

So far, the Crisis Classification system that has already implemented is used to provide early 
warnings to PSAP and also real-time tracking and assess the risk of a crisis event. 

Specifically, for the flood use case, it grabs data from SensorThings Server API which refer to 
the AMICO forecasts of Water Level over different River Sections in Vicenza district. After 
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that, the Early Warning module compares the water level forecast value with the predefined 
alarm thresholds of each one of the river sections and estimates the level of crisis based on 
the outcome of the comparison. The pre-set values of alarm thresholds have been stored to 
SensorThings Server API and extracted with other data as mentioned in the above section. 
Combining the crisis levels of the river sections, Crisis Classification module is used to 
estimate an overall indicator of the forthcoming flood event. The system forwards 
appropriate messages to the PSAP to notify the authorities and decision makers for the 
onset extreme flood event. The Real-Time monitoring and Risk Assessment module is 
triggered when a flood crisis event takes place aiming to track its progress and estimate its 
severity. In this case, the system grabs sensor data from specific Weather Stations and 
follows similar process as in pre-emergency phase, the system estimates the level of flood 
crisis. The system creates and forwards appropriate messages to PSAP aiming to inform the 
authorities and decision makers for the progress of the flood crisis event. 

In the fire use case, the Early Warning System of beAWARE collects aggregated data (EFFIS) 
which describes the forecasts of Fire Weather Index (FWI) for a period of 10 days. The FWI 
index is based on the Canadian Rating System and indicates the forecasted fire danger in a 
specific area. Seven (7) pre-specified points of the Valencia district have been chosen in such 
ŀ ǿŀȅ ǘƻ ŜƴŎƭƻǎŜ ǘƘŜ ǊŜƎƛƻƴ ƻŦ ƛƴǘŜǊŜǎǘ όtŀǊŎ bŀǘǳǊŀƭ ŘŜ ƭΩ!ƭōǳŦŜǊŀύΦ {ȅǎǘŜƳ ŜǎǘƛƳŀǘŜǎ ǘƘŜ ŦƛǊŜ 
danger in each point and the overall predicted crisis level for the whole area for each day. 
When a risk of fire is high appropriate messages are created and forwarded to PSAP in order 
ǘƻ ŀƭŜǊǘ ǘƘŜ ŀǳǘƘƻǊƛǘƛŜǎ ŦƻǊ ǘƘŜ ǳǇŎƻƳƛƴƎ ŦƛǊŜ ƘŀȊŀǊŘ ƛƴ ǘƘŜ tŀǊŎ bŀǘǳǊŀƭ ŘŜ ƭΩ!ƭōǳŦŜǊŀ ŀǊŜŀΦ  

In the heatwave use case, the Early Warning System operates in similar way, as above, by 
collecting hourly forecasting weather data (Air Temperature and Humidity) from six (6) pre-
set points in the region of Thessaloniki. The goal is to estimate the hazard of heatwave per 
day in Thessaloniki district. Thus, Crisis Classification system calculates the Discomfort Index 
(DI), which is useful to evaluate how current temperature and relative humidity can affect 
the discomfort sensation and cause health danger in the population. DI is estimated over the 
six points of interest by employing the hourly weather forecasts. Then, the system 
aggregates the DI estimations in order to predict the heatwave danger per day in the whole 
district. The appropriate messages are generated and processed to PSAP when the 
Discomfort Index per point and predicted heatwave crisis level exceed the high level, in 
other words when most population feels discomfort and deterioration of psychophysical 
conditions. 

2.3.3   Concept and event detection from multimedia 

Concept extraction from visual content (image/video) in the beAWARE project is supported 
by two separate components, namely IMAGE ANALYSIS and VIDEO ANALYSIS. Those 
currently have integrated modalities that include a fire and flood detection system, as well 
as functions for detecting and estimating the severity of people and vehicles that are in 
danger.  

For those tasks the image and video analysis components include several interoperable 
modularities that deploy an array of cutting-edge computer vision techniques: 

¶ Image classification so as to determine which images/video frames contain an 

emergent event or not (i.e. a fire of flood event) 
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¶ Object Detection so as to find people and vehicles that exist in the images/videos. 

Each one of them is assigned to process an image or a video frame separately from the 
others in order to decide about the existence of fire and flood concepts and objects that are 
of particular interest like people and vehicles and later locate their position inside the image. 
Then, a severity level estimation module is assigned with the task of deciding about the 
danger that the people and vehicles undergo based on their proximity to the emergent 
event. 

This procedure is triggered by the MEDIA HUB component that is responsible to inform the 
IMAGE/VIDEO ANALYSIS listener about new incoming analysis requests. A link referring to 
the location of the media to the OBJECT STORAGE (CDR) is provided in order to download 
the appropriate media file and start the analysis. To handle an arbitrary number of 
simultaneous incoming calls every analysis request is placed last into a FIFO queue. The FIFO 
queue is processed in a sequential manner in order to provide results more efficiently. After 
the analysis is complete for each item, an analysed version of the media fire is uploaded to 
the OBJECT STORAGE and provided back using the appropriate MEDIA HUB response 
connection. An example of an analysed image is shown in Figure 4. 

 

Figure 4: Example of Analyzed Image 

Expected meaningful outcomes from the analysis for the 1st prototype, that are passed 
through the MEDHUB into the KB service, include the information about the type of 
emergency present in the media file (i.e. flood or fire) as well as the location and class of the 
objects of interest that have been found. 

2.3.4   Automatic speech recognition 

An automatic speech recognition (ASR) component has been developed and integrated into 
the operational beAWARE platform, in order to transcribe audio recordings from citizens and 
first responders in four languages (English, Spanish, Italian, Greek). The ASR communicates 
with the Media Hub component through socket messages. The Media Hub subscribes to 
TOP021_INCIDENT_REPORT and triggers the ASR module in case the attachmentType in this 
topic is set to "audio". The socket message form the Media Hub to ASR is a JSON message 
with the link to the audio file, the language, and the timestamp and the Incident ID. The 
input audio should be άRIFF (little-endian) data, WAVE audio, Microsoft PCM, 16 bit, 
ƳƻƴƻǇƘƻƴƛŎΣ мсллл IȊέΦ IƻǿŜǾŜǊΣ ŀn encoder has also been included, in case the input 
format is not the appropriate. By reading the language information, ASR component selects 
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the corresponding language model, invokes the transcriber, creates the transcription and 
sends a JSON message back to the Media Hub, with the transcription text. Subsequently, the 
Media Hub creates a TOP010_AUDIO_ANALYZED topic, containing, among other fields, the 
transcribed text and the language of the user. MTA, which is subscribed to this topic, 
receives this information in order to further analyze the transcription.  

Speech Recognition is performed by taking an audio waveform, splitting it at utterances2, by 
utilizing silences and then trying to recognize what is being said in each utterance, by 
matching all possible combinations of words with the audio. The extraction of the best 
matching combination is based on three entities:  

¶ An acoustic model, which contains acoustic properties for each basic speech 
segment.  

¶ A phonetic dictionary, which contains a mapping from phones (speech segments) to 
words. A dictionary can contain alternative pronunciations for the same word. 

¶ A language model, which is used to restrict word search. Language models contain 
statistics of word sequences and define which word could follow previously 
recognized words. They help to significantly restrict the matching process by 
stripping words that are not probable. 

These three entities are combined together in an engine to recognize speech (Transcriber). 

In order to assist MTA (see section 2.3.5) in the semantic analysis of the trasncriptions, we 
developed a simple post-processing step in order to split text into potential sentences, by 
using the time durations of the silences between words, in order to provide automatic 
punctuation. 

2.3.5   Multilingual Text Analyzer 

The beAWARE platform can process natural language text obtained either from social media 
and textual messages sent to the platform by user using the mobile application, or from the 
transcription of audio messages also sent using the app. Text in any of the project languages 
ςEnglish, Greek, Italian and Spanishτis analysed using a set of natural language processing 
and information extraction tools, which produce language-indented representations of the 
information conveyed in each analysed message. These representations express relevant 
events, concepts, entities and relations identified in the text. The output of the analysis of 
each message is passed to semantic processing components for its integration with 
information obtained from other sources.  

2.3.6   Multilingual report generation 

Starting from contents in the knowledge base, the multilingual report generation modules 
produces multilingual texts providing to the users of the platform with relevant information 
about an emergency. Two types of report are supported, short reports to provide situation 
awareness related to one or multiple incidents, and wrap-up summaries. While situational 
reports are updated often to provide recent information available to the beAWARE system, 
wrap-up summaries are to be generated at the end of a crisis in order to provide authorities 

                                                      
2
 Chunks of speech between pauses, containingwords and other non-linguistic sounds, which are 

called fillers (breath, um, uh, cough). 
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with a general overview of how incidents unfolded during the crisis. Reports are first 
planned by selecting and ordering contents made available to it by the KB services and 
obtained from the analysis of media collected by the system or as a result of reasoning and 
semantic enrichment tasks. A text is then produced that communicates the selected 
contents in any of the beAWARE languages (English, Greek, Italian and Spanish).  The module 
implements various knowledge-related and linguistic strategies to ensure that the resulting 
summary is relevant, concise, non-redundant, coherent, grammatical and fluent. 

2.3.7   Social Media Analytics 

The Social Media Analytics tool is responsible for crawling, storing and analysing Twitter 
content that could be relevant to the use cases examined by the beAWARE project. With the 
ǳǎŀƎŜ ƻŦ ¢ǿƛǘǘŜǊΩǎ {treaming API1, we collect posts in English, Italian, Greek, and Spanish, 
which contain predefined keywords that refer to flood, fire or heatwave incidents. Then, 
classification techniques exploit the text or the image of each tweet to label it as relevant or 
not. All posts are stored in a Mongo database, but only relevant ones are used in the flow of 
the beAWARE system. 

2.4  Internal Services Layer 

These services are used internally for the proper functioning of the capabilities provided by 
the various components and represents the middleware communication services which are 
tailored for the specific use of the beAWARE system 

2.4.1   Communication Bus (MSB) 

The main purpose of this component is to provide generic communication capabilities 
among different beAWARE components and participants. It can be used to send messages 
and notification among components and to share information among various entities. In a 
microservices based architecture, such as beAWARE has adopted, there is a need for 
communication among different microservices, and one of the dominant manners to achieve 
that is by using a distributed publish / subscribe mechanism. The beAWARE used 
Communication Bus provides the ability for different entities to send and receive messages 
without having to be aware specifically of each other. The agreed upon pieces of information 
to enable such an integration are the topic name which shall be used for a specific kind of 
interaction, and the message format, such that different entities will be able to understand 
each other. Extensive work has been done in beAWARE to reach an agreed upon list of 
topics and their corresponding formats (which are specializations of a generic message 
format including a header and a message body). 

The dominant communication paradigm used within beWARE is the publish/subscribe 
pattern leading to event-based communication among collaborating partners by registering 
interest in particular events. Event-based communication is often used in enterprise 
architectures (SOA) as it decouples any producer and consumer in terms of location and time 
(asynchronous communication).   

A typical beAWARE flow, based on the communication bus, is for a component holding a 
new piece of information that needs to be processed by another component to store the 
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information to be shared in a temporary raw data store, publish a message on the 
corresponding message bus topic, providing in it a link to the current location of the 
information to be processed. The receiving component in turn receives the message, parses 
it, retrieves the stored data via the supplied link, processes it and in turn may produce a new 
piece of information that need to be passed to yet another system component. All further 
interactions will follow a similar flow. 

The communication bus is configured, upon deployment, with the necessary set of topics as 
agreed upon between the different components. In addition, the message structure of each 
message in each topic is agreed upon and documented by the cooperating components. The 
communication bus supports the number of different topics required for a beAWARE 
installation, along with the associated aggregated throughput in all topics. 

The communication bus is realized by using an instance of a MessageHub service, deployed 
ƛƴ L.aΩǎ .ƭǳŜaƛȄ ŎƭƻǳŘΦ ¢ƘŜ ōŀŎƪ-end is based on a Kafka cluster, and the interaction with 
the service is realized using standard Kafka clients. 

The communication bus has been deployed as a central component of the beAWARE 
platform for over a year. It is being extensively used by most components on a regular basis. 

2.4.2   Data management 

The data management layer consists of several components, like shown in the overall 
architecture (see Figure 2). Semantic data is handled inside the knowledge base. All time 
series based information, like sensor data (measurements from weather stations, 
measurements of the river level), weather forecast as well as river level predictions are 
stored inside the SensorThingsAPI-Server. The SensorThingsAPI-Server is a Fraunhofer IOSB 
open-source server implementation of the OGC SensorThingsAPI standard. The 
SensorThingsAPI standard defines a data model and offers a REST-API. The data model 
consists of several entities and describes the sensor data, as well as geographic metadata 
(e.g. location). The REST-API and the server implementation facilitate the integration of 
heterogeneous data sources. For example, the raw data in the SensorThingsAPI Server can 
be visualized in the knowledge base and is also at disposal for all project partners. All other 
data types e.g. images, videos, audio files are stored inside the central data repository, 
which offers the possibility to store single files and therefore is the choice to store 
multimedia files. All these data sinks have been deployed to the beAWARE platform and are 
integrated into the first prototype. These storage solutions are passive components, which 
means they cannot sent notifications for new events. Other components e.g. the crisis 
classification queries these databases to extract the needed information, processes them 
and notifies the other components via the message bus. To import newly existing data, 
import components have been developed and deployed to always have the latest data inside 
the beAWARE system.  
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2.5  External Facing Layer 

2.5.1   PSAP 

The objective of this component is to serve as a means for public safety answering points 
(PSAP) to obtain situational awareness and a common operational picture before and during 
an emergency, and to enable efficient emergency management based on a unified 
mechanism to receive and visualize field team positions, incident reports, media 
attachments, and status updates from multiple platforms and applications. 

PSAP's Functional Characteristics: 

V Displays metrics on the map. 

V Displays teams on the map. 

V Displays incidents on the map. 

V Display critical assets (e.g., places of relief) on the map. 

V Sends public alerts from a fixed list of texts. 

Functional Flows 

¶ Metric Flow: A critical aspect in the metric flow is the ability to visualize 
measurement series on the map, such as sensor readings or flood forecasts. These 
metrics are sent to the PSAP from the crisis classification module 
(TOP104_METRIC_REPORT) 

¶ Incident Flow: The incident flow is one of the fundamental information flows in the 
beAWARE platform. PSAP receives and displays incident information from first 
responders in the field or bystanders (citizen) who provides the information and 
footage from their mobile application or through social media posts.  These reports 
are clustered by the KBS and associated with previous reports as it has been 
described on a previous section and displayed respectively on the map. 

¶ Asset Flow: The asset flow allows for defining and displaying locations of critical 
assets on the map (e.g places of relief). The initialization of those assets is triggered 
by message that invokes the KBS to generate incident messages, one for each asset, 
and send to the PSAP to display. The status of those assets can be updated via the 
same topic message as it has been described previously.  

¶ Team Flow: The team flow supports the monitoring and tracking of first responder 
teams' positions and status in the field by the authorities. 

¶ Public Alert Flow: The public alert flow allows the authorities to warn the public and 
first responders by sending public alerts regarding incidents and general risk 
assessments on their mobile devices.  

2.5.2   End-users applications 

The first prototype of the end user applications are developed and integrated into the 
overall platform. They are available for Android based smart phones as well as a web 
version, which is accessible by every internet device, capable of displaying web sites. This 
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offers the possibility to use the main functionality of the mobile application on other than 
Android devices, e.g. iPhones or desktop PCs. For the first prototype version there is no 
distinction between a citizen and a first responder application. In a later step, first 
responders can sign in to enable further functionality, like receiving tasks to handle. 

The main functionalities of the first prototype are the creation of multi-modal incident 
reports and the receiving of public alerts, send by the authorities. All interactions with the 
application are triggered through a map-based interface. On this the incident reports send 
by this mobile device are displayed, as well as the public alerts. 

 

 

a) 

 

b) 

Figure 5: a) Interface for creating an incident report. )̡ Example of a Public Alert. 

 

Figure 5 (a) shows the interface for creating an incident. If no specific information is given, 
the location of the incident is equal to the current position of the user of the application. To 
report incidents on specific places it is also possible to double tap on the map to send a 
report happening at that place. Each report can contain photos, videos and audio recordings 
as well as a textual description. Multimedia files can be selected from existing files on the 
device (e.g. a photo has been taken before and the report is created after a person got to a 
safe place) or they can be captured directly. These reports are sent to the analysis 
components and are displayed in PSAP. 
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In the first prototype authorities have the possibility to send public alerts to the users of the 
mobile application. Public alerts are created in PSAP and are sent to the mobile application. 
The device of the user shows a notification that there is a new public alert. Figure 5 (b) 
shows the affected region of the public alert together with the message of the authorities: 
άIƻǘ ǘŜƳǇŜǊŀǘǳǊŜǎΦ [ƻƻƪ ŦƻǊ ǊƻƻƳǎ ǿƛǘƘ ŀƛǊ ŎƻƴŘƛǘƛƻƴΦέ 
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3 ¦ǎŜ /ŀǎŜ {ŎŜƴŀǊƛƻǎ 

beAWARE is a use-case-driven project that aims to cover the functionality required by three 
relevant operational scenarios: flood, fire, heatwave. The use cases serve as an important 
validation point to test the communication flow, the level of integration, to reveal any 
weaknesses or shortcomings found in the tryouts and to validate that platform meets the 
requirements set by the end users. 

In order to demonstrate the whole function of the first prototype and the implementation of 
all three use cases as they are defined in D2.1, a demonstrator video has been created, 
capturing the whole function of the platform throughout the sequential steps of the UCs. 
This is a public report, thus only the non-confidential parts of the implementation are 
described in the following sections.  

The video is available in the following link. 

3.1  Flood Use Case 

For the demonstration and evaluation of the features implemented in P1, a hypothetical 
storyline is assumed, taking example from the great flood of November 2010 when the 
Vicenza city centre, a very busy residential and commercial area, was submerged. The main 
objective of the demonstrator is to highlight that, in every phase, the beAWARE technology 
implemented in P1 is able to provide a detailed and updated outline of the situation, with 
the incident reports, physical sensor measurements, forecasts and additional available 
information. Thus, it offers a great decision support tool to the Authority and also helps the 
rapid diffusion of public alert to all citizens. The storyline for this scenario is composed of 
four phases. 

ü PHASE 1: Pre-emergency phase  
The Flood Forecasting System AMICO generates periodically a flood prediction based on 
the most recent available weather forecast provided by FMI. The forecast is transmitted, 
stored, analyzed and visualized by the SensorThingsApi. This module defines a data 
model consisted of entities which describe the sensor data, as well as geographic 
metadata. The Crisis Classification component acquires this data to classify the crisis 
event and provides early warnings that are sent to the PSAP. For activating this pre-
emergency phase an iconic flood forecast is revived based on historical data from the 
great flood of November 2010. The PSAP receives these TOP104_METRIC_REPORT via 
the message bus. Upon user request, a metric map and a dashboard interface are 
displayed to the user and allow several ways of interaction.  
According to the prescribed scenario, after receiving on the PSAP the indication of the 
forecasted risk levels, the decision maker notifies the public sending a public alert. Public 
alert flow allows the authorities to warn the public and first responders about hazards 
before or during an emergency by sending notifications on their mobile devices. By 
sending this alert the Authority upgrades the level of emergency.  

Real-time Monitoring & Risk Assessment layer within the crisis-classification module is 
activated evaluating the evolution of the flood by estimating the overall level and the 
severity of the ongoing event. The estimated factors are sent to the PSAP to support the 
constant monitoring of the forthcoming event by the authorities. 

http://beaware-project.eu/wp-content/uploads/2018/06/7_4_first_version_beAWARE_v01.mp4
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Figure 6:  Metric Flow created by Crisis Classification component 

ü PHASE 2: Image & Video Analysis 
During the second phase of the Flood UC, the first incident report by the mobile 
application is provided by a citizen in Matteotti Square, with an image attached about 
some cars submerged by floodwater. An incident report message is sent to the message 
bus notifying the KBS and Image-Analysis module for the new data ingestion 
(TOP021_INCIDENT_REPORT). The KBS in turn produces corresponding messages to 
notify the PSAP about the new incident (TOP101_ INCIDENT_REPORT).  

Consequently, the Image-Analysis module analyzes the image to extract conceptual 
information regarding the incident. The analysis results are saved in the KB and the 
incident severity is updated. The KBS produces new message to notify the PSAP about 
the incident update. Additionally, the KBS requests new title and description from the 
MRG and updates the incident. The relevant messages and flow can be seen in Figure 7 

 
Figure 7: image analysis, along with the corresponding information flow. A new incident is 

reported. 
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The same procedure is being followed to simulate a second incident sent on a different 
location.  
Right after a video is sent in a location relatively close to the first reported incident 
documenting scenes of flooded streets. The KBS gathers the additional information 
under a common incident ID performing a proximity-based clustering. After video 
analysis a message in topic TOP030_REPORT_REQUESTED is produced by the KBS, with 
both incidents and incident participants enumerated, along with additional details, such 
as severity, timestamps, etc. Subsequently, the MRG generates a report with a title and 
a description, as the summarization and verbalization of the enumerated entities. These 
values are returned to the KBS through the topic TOP040_TEXT_RERORT_GENERATED 
and eventually are integrated to the PSAP narrative, enriching the initial report with 
further information. 
 

 
Figure 8: A second flood incident is reported through the mobile application. 

 

 

 
Figure 9: Proximity-based clustering is performed on the new ingested incident report. 
































