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Executive Summary

This deliverable reports on the advanced techniques for concept and conceptual relation
extraction from multimedia and textual content. These techniques are implemented in the
final version of the modules used for the 3™ pilot of the beAWARE project. Despite the
heterogeneous nature of the inputs processed by the analysis modules, the information
produced by them uses the same ontological representation developed as part of T4.3 (see
D4.2). This facilitates the semantic integration of distilled contents in the project KB.

D3.4 reports advances in tasks T3.1 (Crisis classification), T3.2 (Concept and conceptual
relation extraction from textual information) and T3.3 (Concept and event detection from
multimedia). The following modules of the beAWARE system covered by this report: Audio
Analysis, Image analysis, Video Analysis, Drones Analysis, Crisis Classification and Text
Analysis. The Drones Analysis module is a new addition to the system and is the only module
that was not present in D3.3.

In terms of inputs to the system, the modules listed analyze audio, images and videos sent by
first responders and citizens using the beAWARE mobile app, footage received from drones,
and social media posts received by the Social Media module.

CERTH was responsible for the development of methods for T3.1 and T3.3, and the
development of Audio Analysis, Image analysis, Video Analysis and Crisis Clasification. CERTH
and IBM have contributed towards the design and implementation of the Drones Analysis
module. UPF was responsible for the development of methods to T3.2 and the development
of the Text Analysis module.

In addition to describing the advanced methods developed for the tasks and the final versions
of the modules, this document also reports technical evaluations for each one of the
components involved and presents and discusses the results. These evaluations are aimed at
assessing the scientific contribution of each component to their respective research fields but
using materials relevant the project and more specifically to the 3™ pilot.
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Abbreviations and Acronyms

AA
API
ASR
BoW
CAP
CCcTv
CNN
CRF
CWRT
DDP-HMM
DRSs
DUL
EL
EM
EmC
EmL
EM
FC
FN
FP
Fps
GMM
GMMs
GPD
GPR
HMM
HoGP
HOOF
loU
IRIs
KB

Activity Areas

Application Programming Interface
Automatic Speech Recognition
Bag-of-Words

Common Alert Protocol

Closed Circuit TeleVision
Convolutional Neural Networks
Conditional Random Field
CrossWords Reference Templates
Dependent Dirichlet Process-Hidden Markov Model
Discourse Representation Structures
Dolce + DnS Ultralite

Entity Linking

Expectation Maximization
Emergency Classification

Emergency Localization

Expectation Maximization algorithm
Fully Connected

False Negative

False Positive

Frames per second

Gaussian Mixture Model

Gaussian Mixture Models
Generalized Probabilistic Descent
Gaussian Process Regression

Hidden Markov Model

Histograms of Grassmannian Points
Histograms of Oriented Optical Flow
Intesection over Union
Internationalized Resource Identifies

Knowledge Base
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KCF
LAS
LBPs
LDS
LDT
LOD
MAP
MCE
MCMC
MFCC
MLLR
MLP
MST
MTA
NER
NEs
NLP
NN
ObD
OowL
PCA
POS
PSAP
PTB
RDF
ROI
SLIC
SoA
STOEF
SVM
TN
TP
UAS

Kernelized Correlation Filters
Labeled Attachment Score

Local Binary Patterns

Linear Dynamical Systems

Linear Dynamic Texture

Linked Open Data

Maximum a Posteriori Adaptation
Minimum Classification Error
Markov Chain Monte Carlo
Mel-frequency cepstrum coefficients
Maximum Likelihood Linear Regression
Multi-Layer Perceptron
Minimum-Spanning Tree
Multilingual Text Analysis

Named Entities Recognition
Named Entities

Natural Language Processing
Neural Network

Object Detection

Web Ontology Language

Principal Component Analysis
Part-Of-Speech tagging

Public Safety Answering Point
Penn Treebank

Resource Description Format
Region Of Interest

Simple Linear Iterative Clustering

State of the Art

Spatio-Temporal Oriented Energy Features

Support Vector Machine
True Negative
True Positive

Unlabeled Attachment Score
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UAV Unmanned Aerial Vehicles

uD Universal Dependency

URL Uniform Resource Locator
VLBP Volume Local Binary Patterns
vQ Vector Quantization

WSD Word Sense Disambiguation
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1 Introduction

This deliverable describes the advances in WP3 tasks within the months 24 to 36 of the
beAWARE project. It covers tasks T3.1 (Crisis Classification), T3.2 (Concept and conceptual
relation extraction from textual information) and T3.3 (Concept and event detection from
multimedia). These tasks contribute to the 4th milestone MS4 “Final Prototype”
corresponding to the final SW development cycle of the project, as shown in Figure 1.
Deliverable D3.4 follows deliverable D3.3, which presented the results of the 1st milestone
MS3 “First prototype”, and deliverable D7.6, which presented the results of the 2nd milestone
MS2 “Second prototype”. First and second protoypes correspond to the 1st (heat scenario)
and 2nd (flood scenario) pilots of the project, while the final prototype described in this
document corresponds to the 3rd pilot (fire scenario).

Yearl Year2 Year3
WP WPleadel Task N f the WP/ Task Fi ™ 1 4 5 6| 7 8 910 11 12/ 113 14 15 16 17 18|/ 19 20 21 22 23 24/|25 26 77 28 29 30 31 32 33 34 35 36

ROM 2 3
WP3  CERTH ration 3 34
731 3 32|
- al relation extraction from textual information 3 32
73.3 |Concept and event detection from multimedia 3 31

Figure 1: WP3 tasks and timeline
With regards to the system architecture, the modules covered by this report -Audio Analysis,
Image analysis, Video Analysis, Drones Analysis, Crisis Classification and Text Analysis- are all
shown as part of the Data Analysis & Processing section of Figure 2, which depicts the overall
architecture of the beAWARE system.

T3.1,T3.2 and T3.3 of WP3 interact with almost all other WPs, especially with the tasks in WP4
- Aggregation and semantic integration of emergency information for decision support and
early warnings generation, but also with tasks in WP5 - Multilingual report generation, WP6 -
Main Public Safety Answering Point for emergency multimedia enriched calls and WP7 -
System development, integration and evaluation.
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Figure 2: Architectue of the beAWARE system

Objectives

The objectives of T3.1, T3.2 and T3.3 for the milestone MS4 of WP3 were the following:

Extend the range of contents extracted in all modules to cover the requirements of the
3™ pilot (fire scenario).

Improve the computer vision deep learning methods employed to detect crisis events
in visual content (images and videos).

Improve the Automatic Speech Recognition (ASR) statistical methods to support
messages in Spanish and English pertinent to the 3™ pilot.

Extend the range of information extracted from multilingual textual inputs with
information about possible states associated with events.

Detect mentions to places and map them to specific geolocations in the text analysis
module.
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* Improve the text analysis methods to extract concepts and conceptual relations from
texts in Spanish and English pertinent to the 3™ pilot.

* Add new functionality to support the operation of drones for surveillance tasks and
the analysis of footage received from drones.

* Extend the multimodal fusion techniques for crisis classification in order to incorporate
new contents produced by the analysis modules as well as the new drones analysis
component.

1.2  Results towards the foreseen objectives of beAWARE project

The successful run of the 3™ pilot constitutes solid evidence that the main goals were
accomplished. While more user-oriented evaluations will be presented in other deliverables,
this document reports multiple technical evaluation that assess separately the performance
of the individual components that makes the analysis and crisis classification modules. The
results of each evaluation are discussed in the corresponding subsections of Section 7, and a
summary of all results is provided in the conclussions in Section 8.

The final versions of the analysis modules can detect incidents in the multiple types of inputs
foreseen: audio, text, images and video. In the case of audio and text, two languages are
supported for each scenario and the text analysis module does not only detect incidents but
also related information about impacted objects, locations and the state of an incident, e.g. if
it is factual or hypothetical, if it is growing or decreasing in magnitude, etc. Detecting states
associated with incidents was not part of the planned improvements, but it contributes greatly
towars the production of more informative reports in WP5. It allows to report not only
incidents like Fire, Wind or Heat but also wether they are happening or there is just a risk, how
they are progressing and so on.

All the contents distilled by the analysis modules are projected to ontological representations
and therefore can be easily integrated into the same semantic representation by the KBS
(WP4). In addition, the crisis classification component along with the validator mechanism of
KBS ensure that the PSAP receives only relevant incidents. The new geolocation functionality
in the text analysis module is a key contribution towards the successful geospatial clustering
of textual, social media and audio data.

Finally, the addition of input from drones and fixed cameras to the beAWARE platform is also
a significant result reported in this document, following new user requirements and feedback
from reviewers after the 2" pilot.

1.3 Outline

This deliverable is structured as follows. Following the introduction, sections 2, 3, 4 and 5
describe the final versions of the analysis of image, video, drone footage, audio and text, as
well as the advanced methods underpinning these modules. Section 6 reports the final version
and advanced methods for crisis classification and risk assessment. Section 7 contains the
evaluations and results for all components involved in the WP3 modules. Finally, section 8
contains an overall summary for the evaluation results and draws conclussions.
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2 Image and video analysis

2.1 Overview

The task of visual analysis in the beAWARE project refers to concept extraction from
multimedia content (images/videos), and it is supported by the IMAGE ANALYSIS and VIDEO
ANALYSIS components. Through the project’s lifetime the list of extracted visual concepts was
gradually enriched in order to prepare the system for each added use case and the pilots that
concluded each prototype’s cycle of development and evaluation. This process involved the
development of several computer vision and machine learning algorithms for an initial version
of the system (i.e. first prototype) and later the refinement of those methods and the
deployment of new ones, in order to meet additional requirements (i.e. for the second and
final prototype). So far, we have covered all the visual analysis techniques that appear on the
first prototype and even some regarding the second prototype in deliverable D3.3. In the
following we provide details about the progress that has been made from the first prototype
to the final version of the various modules.

2.2 Improvements of the modules in the final prototype

2.2.1 Emergency event detection

In order to recognize emergency events from images and videos the first version of the
Emergency Classification (EmC) module was developed. The module was made to deal with
the task of image recognition using a deep convolutional neural network (CNN) in order to
classify each image into three possible classes: “flood”, “fire” or “other”. Note that it was
possible to detect “fire” images even though the fire use case wasn’t tested on the 1 or the
24 pilot. When dealing with videos an entirely different approach was followed, where a
dynamic texture recognition technique was developed in order to classify videos based on
spatiotemporal low-level texture features (Local Binary Patterns, LBP). Unsupervised
clustering (Gaussian Mixture Models, GMM) was then performed to construct a visual
vocabulary with the most discriminant low level features. Finally, the Fisher Vector
representation was adopted, transforming initial LBP-flow vectors of each video sample into
a mid-level single vector representation, based on the detected most discriminating features
(GMM vocabulary) of a training video database.

The final version of beAWARE system is expected to deal with smoke reports and as such the
EmC module was upgraded for the final version with the addition of smoke recognition inside
images and videos. Unfortunately, deep CNNs (like the one that the previous EmC version
adopted for image analysis), which are trained to solve a N-class problem cannot be
repurposed to solve a (N+1)-class problem without retraining from scratch. Therefore, a new
data collection effort was required, which consists of gathering annotated instances of smoke
images and adding them to the previous version’s training set. Moreover, when dealing with
dynamic texture recognition for videos, a new representation would have to be built for the
texture of smoke. Smoke is a very delicate texture that can look a lot like fog or clouds and it
can even be falsely detected when noise is present in an image due to its relatively simple
colour range, which does not extend far beyond grey. Another drawback of the dynamic
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texture approach was that it added computational complexity to the EmC module, given that
it is an entirely different framework compared to the deep CNN inference.

For those reasons we have made two critical changes to the EmC module:

1. We have completed a new cycle of public data collection in addition with the
previously gathered beAWARE data we have managed to compose an extended set of
over 20000 flood, fire and smoke images in order to fine-tune the final version of our
deep CNN emergency classifier. It is common in the case of deep CNNs that more
training data usually result to better performance.

2. A unified framework has been deployed to handle both images and videos, sharing a
common function. More specifically, we have wired the newly trained CNN classifier
to analyse images as well as sequential video frames, so as to achieve flood, fire and
smoke detection in both images and videos using the same classifier without the need
to deploy the dynamic texture recognition pipeline. An emergency label is now
inferred for every video frame and a majority vote scheme is conducted in order to
decide the emergency class of the full video. This way, the classifier serves
simultaneously both components and increases the efficiency of visual analysis.

We have merged our previous set with the newly gathered data and we present the full
collection in Table 1. In general, flood images have been taken from flooded areas like city
streets and overflown rivers. Fire and smoke images in those datasets have been captured
during forest wildfires, explosions, fires in urban environment and fires caused by riots. Fire
images may contain flame and smoke textures, but the presence of flame is enough to
characterize a ‘fire’ instance and smoke must appear alone without any flame in order to
characterize a ‘smoke’ instance. The ‘other’ category serves as the negative class and is given
to instances that do not show any of the three emergency events. Note that for every category
different negative (‘other’) samples are provided, as non-flood, non-fire, non-smoke, since the
deep CNN features that are going to be extracted need to discriminate between the important
visual clues that uniquely characterize flood, fire and smoke textures and non-flood, non-fire,
non-smoke instances. For example, the non-fire class contains sunset images. This is done in
order to “instruct” the model to avoid learning colour as an important visual trigger for fire
detection and give weight to texture features instead.

Table 1: Gathered datasets for flood, fire, smoke detection

Dataset name Flood images Fire Images Smoke Images  Other Images
Bowfire! 118 107
Corsican fire 1135

database?

MediaEval 2017 1920 3360
Multimedia

Satellite Task?

1 https://bitbucket.org/gbdi/bowfire-dataset/src/master/
2 http://cfdb.univ-corse.fr/index.php?newlang=english&menu=1

3 http://www.multimediaeval.org/mediaeval2017/multimediasatellite/
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Dataset name Flood images Fire Images Smoke Images  Other Images

European Flood 3151
2013 Dataset*

Fire-Detection- 109 537
Image-Dataset®

Fire-Smoke- 1000 1000 999
Dataset®

ForestFire” 223 45 420
FiSmo (part of)? 1885 369 3583
beAWARE data 380 25 18 262

2.2.2 Segmentation of water and flame textures

Delving deeper into thorough analysis of the hazardous environments that are captured inside
multimedia, the first version of the Emergency Localization (EmL) module was developed.
This module was responsible to localize flood or fire regions inside images and videos. A deep
CNN technique for semantic image segmentation was adopted, fine-tuning the network by
using water and fire image regions from publicly available datasets, so as to characterize the
pixels of images as “water”, “flame”, or “background”. The resulting “water” and “flame”
pixels would then form semantically localized areas inside an image where the corresponding
emergency event had a direct impact. In a similar fashion as the EmC module, a technique
based on dynamic texture representation was developed in order to perform water and flame
segmentation in video frames. The aforementioned LBP low-level descriptor was used for
feature extraction. Superpixel clustering was carried out in a multi-layer scheme creating a
final descriptor, which characterizes the areas of the video frames. Finally, the discriminative
models, that have been trained for the EmC video classification task, were used in order to
localize the desired dynamic texture in a spatio-temporal manner. The decision was
conducted locally for each area covered from superpixels of the top layer.

Moving onto the final version of this module we decided to adopt the same framework as we
did for the final version of the EmC. Specifically, we perform image segmentation using the
aforementioned EmL deep CNN for every video frame instead of deploying the full dynamic
texture pipeline. As with the case of EmC, this allows us to repurpose our models and use
them in an efficient manner.

4 https://github.com/cvjena/eu-flood-dataset

> https://github.com/cair/Fire-Detection-Image-Dataset

¢ https://github.com/DeepQuestAl/Fire-Smoke-Dataset

7 https://dataturks.com/projects/qdyzl1013/Forest%20Fire
& https://github.com/mtcazzolato/dsw2017
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2.2.3 Detection of people and vehicles

In addition to the analysis of the images and videos regarding the actual disaster conditions,
identifying the impacted targets, such as pedestrians and vehicles, is an important function
for the beAWARE system. The task of human and vehicle detection in images and videos was
carried out by the Object Detection (ObD) module. This module was responsible to provide a
set of bounding boxes of the persons and vehicles in images and video frames, as well as their
immediate surroundings. Groups of people and individuals were catecorized as “person”,
while vehicles would result to one of the following categories: “car”, “truck”, “bus”, “bicycle”
or “motorcycle”. Object Detection works on two stages. At stage 1 the task of detection is
carried out in order to provide candidate bounding boxes that may contain the individuals or
the vehicles. At stage 2 the task of recognition is carried out in order to classify the boxes
based on their visual content. For the detection stage we adopted a deep CNN feature
extractor in order to provide appearance features for a number of bounding box candidates
and then a Region of Interest (Rol) pooling scheme was used for the recognition stage so as
to refine bounding box coordinates and finally classify their content.

This task is more complicated when dealing with videos. Several pedestrians or vehicles may
appear in multiple sequential video frames and then disappear completely or reappear again
at a later time as a result of their individual motion or the motion of the camera. Simply
detecting all the instances at each video frame would be redundant and inaccurate as the
same targets would appear in multiple frames. As a result, visual tracking of the detected
bounding boxes was incorporated in the ObD module for videos. The tracker accepts new
image patches as input queries (the detected bounding boxes) and is assigned to discover the
most probable position of each query in subsequent frames using kernelized correlation filters
to match visual appearance.

Each concept detected from the visual analysis components should be meaningful for the rest
of the system to be processed and finally reported to the authorities. Different emergency
circumstances may have varying impact across individuals with or without disabilities and
other living beings, such as animals. Thus, we aim to provide a better support in decision
making by recognizing as many concepts as possible. Therefore, in an effort to provide more
thorough visual analysis reports to the beAWARE system we extended the ObD functionality
to include the detection of animals and wheelchair users separately from the generic “person”
category. In order to do so we adopted the Faster-RCNN (Huang et al., 2017) architecture with
the Inception-Resnet-v2 module to serve as the feature extractor of stage 1. We acquired the
pre-trained weights of this model on the Open Images v4 (Kuznetsova, et al., 2018) dataset
that includes instances from all the previous concepts plus the new ones (wheelchair users,
cats and dogs) and deployed it in a similar fashion as the previous version.

2.2.4 Inference of severity levels

On top of the main modules (EmC, EmL, ObD) an initial version of the severity level estimation
feature was developed whose purpose was to fuse the main modules outputs so as to infer a
measure of severity for each bounding box detected by the ObD. This is done in a qualitative
manner using three levels: ‘Low’, ‘Medium’, ‘High’, which can also be interpreted as a three-
level qualitative risk assessment scale: 'Safe target', 'Target possibly in danger', or 'Target in
danger' respectively.
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The possible outcomes were derived in the first version as follows:

a) ‘Low’: EmC classified the candidate image or video as 'other'. All the detected
bounding boxes from the ObD were declared 'Safe targets'.
b) ‘Medium’: EmC detected ‘fire’ or ‘flood’ image or video. All targets that were detected
from ObD were automatically characterized as 'Possibly in danger'.
c) ‘High’: A target with a ‘Medium’ severity level when its bounding box overlaps with
EmL emergency masks (i.e. ‘fire’ or ‘flood’ regions in the image/video).
We have since realized that it would be preferable to provide qualitative levels only for the
overall situation in an image or video and construct quantitative severity indicators instead
for each target that appears inside.

The severity indicator that is calculated for each target, which we call risk factor, is a numerical
value that represents the overall percentage of overlap between a target’s bounding box
(taken from ObD) and a fire or flood region (taken from EmL) and can take values in the range
[0,1].

For the severity of an individual image or video the possible outcomes are now defined as:

a) ‘Unknown’: When ObD has detected some targets, but neither EmC or EmL have
detected possible emergency regions in the image/video.
b) ‘Severe’: If EmC detects flood, fire or smoke but not any living target or vehicle has
been detected from ObD.
c) ‘Extreme’: If from both EmC and Obd an emergency situation has been detected that
may possibly have an impact to living targets or vehicles.
Besides solving an important compatibility issue with the rest of the system, this update also
adds flexibility to the system because it enables incidents created by the visual analysis results
to be later modified in order to reflect various aspects of the current situation that visual
analysis is agnostic to (e.g. incident clustering).

2.2.5 Validating multimedia content related to beAWARE

The validity of content that is circulated in the beAWARE system is checked through a two-
layer validation scheme. In the first layer three components, the image and video analysis and
the social media analysis, enclose mechanisms to act as a first barrier, filtering out malicious
or false information. The complete scheme is described in detail in D4.3.

Image and Video Analysis are responsible to examine every image/video item that is
forwarded to the system through the Mobile App. With the exception of some operations
defined with the help of exception flags, the components always filter the results through the
internal validation mechanism. The exception flags are:

* Accreditation documents are forwarded through the Visual Analysis system
without examination, using the appropriate flag in the Mobile App’s report form.

* Other items sent from inside the beAWARE system are not filtered, since they are
considered already validated. One such case was the traffic analysis on the Angeli
Bridge in Vicenza during the 2nd pilot. These videos were sent from the Visual
River Sensing component, in order to further analyze the traffic on top of the
bridge whenever the water underneath was found to exceed a predefined level.
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Every request for visual analysis that doesn’t carry any of the above exception flags is analyzed
and the results filtered through the internal validation mechanism.

The validation mechanism was first developed and integrated for the 2nd pilot, where the
flood use case was under examination. Therefore, in the first version each image or video that
was found by the Emergency Classification module (EmC) as flood-related was forwarded
through the filter. If an image or video didn’t contain any flooded areas the filter discarded
the request and no further analysis was performed or results forwarded to the system. With
the addition of smoke and fire incidents during the 3™ pilot, it is not correct to assume
anymore that an image or video that contains targets but not actual flames or smoke is not
relevant to the system, since it is considered dangerous for a person, a vehicle or an animal to
be located not only on the actual burning site but even at a nearby location. Consequently,
the validation mechanism has been updated for the final prototype in order to forward items
that show either an emergency taking place, or target