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Abstract
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Executive Summary

This deliverableontainsthe technical evaluation of thénal integratedbeAWARplatform.
This report is thehird of an iterativeevaluation process of the beAWAR&/elopment cycle
and together with D7.4lelivered inM18 and D76 delivered in M24onsist a set of three-
stepevaluation study

The final version of the platform representset most important milestone of the project. In
the final pilot the full range of the beAWARE technologiesaddemonstrated. This document
aims to report the technical evaluation of the performance of the final product with respect
to the final demonstratin that took place in Valencia, Spain.

Thistechnical evaluation is based on thesessment plan and the performance indicators that
were introduced in D1.1 and D1aBd wererefinedin D7.6

Thedocument is structured in two parts. The first parbvides an overvievof the beAWARE
components along with the indicators selectedo measure the performance of each
component The second parpresents the results othe evaluation according to the
performance indicators defined in the first part.
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Abbreviations and Acronyms

ACID
AP
AMICO
API
ASR
Cl

DA
DTr
DTstL
EFAS
EFFIS
FPS

FROST
Server

GPU
GUI
KB
KBR
KBS
K8s
MS
M2M
MSB
MTA
MRG
NER
NMI
ObjD
OwL
PSAP

P2
RAM

SMA

Atomicity, Consistency, Isolation, Durability

Average Precision

112108 Ft22R T2NBOlIadAy3d Y2RSt

Application Programming Interface
Automatic Speech Recognition
Continuous Integration

DronesAnalysis

dynamic texture recognition

Dynamic Texture spatitemporal localization
European Flood Awareness System
European Forest Fire Information System.
Frames per second

FRaunhoferOpensourceSensormhingsServer

Graphics Processing Unit
Graphical User Interface
Knowledge Base

Knowledge Base Repository
Knowledge Base Service
Kubernetes

Milestone
Machineto-machine
Message Bus

Multilingual Text Analyser
Multilingual Report Generator
Named Entity Recognition
Normalized Mutual Information
Object detection

Web Ontology Language

Publiesafety answering point
Prototype 2
Random Access Memory

Social Media Analysis
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SMC Social Media Clustering
uc Use Case
VRS Visual River Sensing
Wacc Word Accuracy
WER Word error rate
WP Work Package
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1 LYGONRRdAzOUOAZ2Y

1.1 Purpose of this document.

Thisreport detaikthe technical aspects of the outcome of thieal systemas a part o cyclic
process of prototyping, testingnd evaluation thatwas adoptedor the development of the
beAWARBplatform. This technical evaluations centred around the performance of the
componentsof the platform basedmainlyon the findingsof the final pilot which took place
in Valencia(Spair) onthe 14" of November2019

1.2 Structureof the report.
Similar to the previousersion, this evaluation report is structured4rsections.

The second section presentsthe methodology used fothe technical evaluationof the
components Each subsection is divided in two parts devoted toa i¢chnicaloverviewof
each componentvith afocus on the last additions ar) the indicators used t@valuatetheir
performance

In section 3he results of thetechnical evaluatiomre presentedmainly based on the input of
the final beAWARIilot that took placen Valencia

Last, Section 4 presents the conclusions obtained by the elaboration of the evaluation
methodology
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2.1 Global view

ThebeAWARIHrchitectureis roughly made up of the followirgpnceptualayers:

1. Ingestionlayer, containing mechanisms and channels through which data is brought
into the platform;Within this layer we can classify two modul@&sieSocial Media
Monitoring and theFROSTServer. $ection2.3.1 & Section2.3.2).

2. Internal services layeris comprised of a set of technical capabilities which are
consumed by different system components. This layer includes services such as
generic data repositories armbmmunication services being used by the different
components (Sectios 2.3.3 & Sectior2.3.4).

3. Business layercontaining the components that perform the actual platfeamecific
capabilities (Section2.3.5 -0).

4. External facing layerincluding themobile application and PSAP (Pukdiafety
answering point), interacting with people and entities outside the platfai®&ections
2.3.12&0)

2.2 Technical Evaluation Methodology

The evaluatioris based on theassessment plan and the performance indicators that were
introducedin D1.1& D1.3andfurtherly refined in D7.6

2.3 Topics of Evaluation

2.3.1 Social Media Monitoring

Social Media Monitoring comprises two individual modules: Social Media Angs) for
crawling and validating Twitter posts and Social Media Clustering (SMC) for grouping tweets
in a spatiotemporal manner.

As it has been described in previous deliverables, SMA collects tweets in languages of interest
(i.e., English, Italian, Greeland Spanish) that contain preselected keywords in relation to
FEt22RYX FTANBXI YR KSIGgl @S Ay OamRShecrawling®® dza A
posts, a threestep validation process, which was introduced in the second prototype, aims to

filter out fake or irrelevant tweets. The first step concerns the detection of fake posts, the

11 https://developer.twitter.com/en/docs/tweets/filter -realtime/overview
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second step checks for unrelated emoticons or emojis inside the text, and the third step
classifies tweets as relevant or irrelevant to the examined use cases, bagsbkdir visual and
textual information. Each tweet that is not filtered out by the validation procedure is
forwarded to the Multilingual Text Analyzer (MTA) fasncept and conceptual relation
extraction and to the&Knowledge Base Service (KBS) to populaspective incidents.

The SMC component consumes messages from the MTA, in order to base grouping on the
location detected by this module. When a sufficient number of tweets are collected or
significant time passes since the last received tweet, SMOpesfspatial clustering. When it

is completed, the clusters are presented as separate HTML files, which are called Twitter
Reports. Each Twitter report contains the list of tweets it comprises and is sent to the KBS so
as to create a corresponding inciderithis version of SMC that is connected with MTA and
utilizes the extracted locations is first introduced in the final system and, moreover, a first
evaluation of the methodology is included in deliverable D4.3 (M35).

With respect to the evaluation ofthea! Y2 RdzZf SQ& LISNF2NXI yOS> (KS
used:

Performance Precision, recall, andg$core
Indicators
Definition In classification tasks, the precision for a class is

number of true positives divided by the total number
observationslabelled as belonging to the positive cla
Recall is the number of true positives divided by the tg
number of observations that actually belong to the posit
class. The-Bcore considers both precision and recall
can be calculated as the harmonmean of these twg

measures.

Domain Machine learning

Range From 0.0 (0%) to 1.0 (100%)

Limitations A limitation with respect to the{core is the fact that ong
may be unable to distinguish lemecall from lowprecision
systems.

Moreover, fortheS @ t dzZ G A2y 2F (GKS {a/ Y2RdzZ SQ& LISNF 2]

Performance Normalized Mutual InformationNMI)
Indicators
Definition The Mutual Information (MI) of two random variables i

measure of the mutual dependence between the t
variab6a ® a2 NB aLISOATFTAOLf f &)
AYVF2NXYIGAZ2YE 2001 AYSR | 01
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observing the other random variable. Normalized Mut
Information (NMI) is a normalization of the MI score
scale the results between 0 (no mutuaformation) and 1
(perfect correlation).

Domain Probability theory
Range From 0.0 to 1.0
Limitations Whenever the ratio between the number of members a

the number of clusters is small the NMI becomes too h
GKAOK A& OFf fLBR od 85t PO0 A 7

Finally, regarding the evaluation of the SMA and SMC modules in the frame of the third
beAWARE pilot, a qualitatiassessment is provided.

2.3.2 FROSBerver

To collect and store time series data, the FRO&Ter is used in the beAWARE platfaBince

there are no sensors available in the pilot region of Valencia, no changes at the-E®QST

itself have been done. To support the pilot, weather measurements and weather forecasts are
Fdzi2YlFGAOFE & AYLRNISR® { AegddonelirkDV.8 weRefeBtdy QG |
the evaluation, there.

2.3.3 Communication Bus

The communication bus serves as a central point of communication between different system
components. Its main mode of operation is publish / subscribe, which supports different parts
of a composite application to be unaware of each other but still manage to communicate upon
need.

The bus is in charge of notifying interested and registered components when new items which
are of interest to them have been received or calculated by anotibenponent.

The final prototype exhibited a more challenging use of the communication bus with respect
to main performance and scalability indicators such as, the amount of topics used, the amount
of subscribers and publishers, the rate in which messagege sent through the bus, and the

size of messages sent. An important new driver of messages in this prototype is the drones
platform which continuously sends messages about video chunks made available throughout
the flight of the drone.

WithrespecttoKS S @I f dzZt GA2y 2F (KS Y2 Rrita®® are usi8INJF 2 NI |

Performance Number of different topics / subscribers / publishe
Indicator supported
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Definition The bus should support enough such entities as require
the beAWARE systentests will vary independently th
three dimensions, namely topics, subscribers, ¢

publishers.

Domain Scalability / elasticity

Range + fdzSa gAft 0S (GSAGSR dzLd
that a larger amount would be required

Limitations n/a

Pefformance Message throughput through the bus

Indicator

Definition Amount and length of messages that can be sent thro
the bus during a certain time range

Domain Scalability / throughout. Tests will vary independently 1
three dimensions, namelytopics, subscribers, an
publishers

Range Values will be tested up to 100 messages / per secon

dzLJ G2 m Y €Sy3a4dK YSaal 3s
larger amount would be required

Limitations n/a

2.3.4 Technical Infrastructure

The technicalinfrastructure of the beAWARE platform is comprised of a cloaskd
Kubernetes cluster which holds all the individual components (microservices) which provide
the beAWARE capabilities, in addition to cléaabed services for data storage and messaging.

The Kubernetes cluster consists of 4 worker nodes, each one having 4 cores and 16GB of RAM.
The worker nodes host all the beAWARE microsesvice

In the finaldemonstration weexercised the technical infrastructure to a much larger degree
due to the deployment of more components into the cluster, utilizing more resources, and the
deployment of additional baecknd services, mainly different kinds of data stores. The main
aim isto be responsive to platform components requests as they arrive. Towards the final
prototype we enlarged the cluster by adding a new Kubernetes working node due to the
growing demand for resources.
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Name Group Location Offering Status Tags
QU Filter by name or IP address... Filter by group or org... ~ Filter... Q Filter... Q Filter... Filter... -
v Devices (4)

a ;‘L“bbf"[304;E,ffff""jf:afff?lswuﬂ55"3325"' Classic Infrastructure Frankfurt 04 Virtual Server View status — .

& kube-frada-crb4261e5caaadlbed9184774335503365 - piagic Infrastructure Frankfurt 04 Virtual Server View status — .
Publ 6.73.227 [ Private: 1 46.16

& kube-fradd-cr6d261eSeazadd5edd13477433560335 . Clagsic Infrastructure Frankfurt 04 Virtual Server View status e vee
Public: 161.156.73 238 [ Frivate: 10.75.46.43

& kube-frabd-crbd26lescasaddbed 1847743355b33e5 - Ciaggic Infrastructure Frankfurt 04 Virtual Server View status ibm-.. vee
Public: 16 73.228 [ Private: 10.75.46.32

> VPCinfrastructure (0)
v
@ beaware1 Default Frankurt Kubernetes Service ® HNormal — e
> Cloud Foundry apps (0)
 Cloud Foundry services (5)

s Compose for MongoDB-gs BEAWARE@iLibm.com / dev London Compase for MongoDB Provisioned — e
Compose for MySQL-CRCL BEAWARE@ILibm.com / beaware-ger Frankfurt Compose for MySQL Provisioned — .
Compose for MySQL-KB-V2 BEAWARE@ILibm.com f beaware-ger Frankfurt Compose for MySQL Provisioned — ot
Compase for MySQLaxk BEAWARE®il.ibm.com / beaware-ger Frankfurt Compose for MySQL Provisioned — e
Message Hub-21 BEAWARE@ILibm.com / dev London Event Streams Provisioned — .

> Services (0)
v Storage (11)
&) Cloud Object Storage-fy Default Global Cloud Object Storage Provisioned — .
S 1BMO2SEV1674983_10 Classic Infrastructure Frankiurt 04 File Storage Provisioned —
Worker Nodes
Q_ Search Add worker pool ©
O Name ~ Status Worker Pool Zone Private IP Public IP Version
~ O wi @ Normal default fra04 10.75.46.4 161.156.73.236 @ 11311 1538 @
0]
kube-fra0d-crb4261=5casad05249184774335503325-wl
Flavor Public VLAN Private VLAN Hardware isolation
b2c.4x16.encrypted 2400437 2400439 Shared
v O w2 @ Normal default fra04 10.75.46.16 161.156.72.227 @ 11311 15383 @
0]
kube-fra04-cr64261e5casad 452491847743355033e5-w2
Flavor Public VLAN Private VLAN Hardware isolation
b2c.4x16.encrypted 2400437 2400439 Shared
v O wa @ Normal - fra0a 10.75.46.43 161.156.73.238 911311 153 @
0]
kube-fra04-cr64261eScanad 452491847743355033e5 -wh
Flavor Public VLAN Private VLAN Hardware isolation
b2c.4x16.encrypted 2400437 2400439 Sharsd
> O w5 @ Normal - fra04 10.75.46.32 161.156.73.228 © 11312 1540 @

Figure2: Kubernetes clusterworker nodes
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Pods =

-base-service-7745fcdbc7-g52r9 0.75.46.43 5days

fefafdb7-pnihx 0.75.46.16 5days

0754643 17 days

0754643 17 days

075464 19 days

0754643 19 days

0754643 20 days

20 days

0.75.46.16 20 days

P - - - - - S - - -
3 3 3 3 = = = = = 3 |
© © o o o o o o o o

1
1
1075.46.43
1
1

075464 20 days

Yoo

1-100f31

Figure3: Kubernetes microservices view

To monitor the performance, detect slowdowasid determine data storage efficiency we
used the results of the Flood pilot. The results and some instances afotin@onents are
presented in sectiol.3.

To monitor the performance during thé®®ilot as indicative for the final version of the system
we monitored the load and latency of the core infrastructure (message bus and object storage)
and determined that it supported well the requirementstbé individual components and no
noticeable delays were observed.

2.3.5 Cirisis Classification

The Crisis Classification component encapsulates the necessary techtmlpgycess the
available forecasts from prediction models (weather, hydrological etc.) and data obtained
from sensors as well as other heterogeneous sources to estimate the crisis level of a
forthcoming event or to monitor an ongoing event. Relying on the results cdnlagéysis, Crisis
Classification component generates the appropriate warning alerts to timely notify the
authorities as well as the meaningful metrics to support the visualisation tools at the
beAWARB dashboard.

Briefly, the functionalities of the Crigi¥assification modulestablishednto the earlierphases
of the platform,as mentioned in the deliverables D3.1 and D3.4, are the follawing

a) Early Warningcomponent estimates the crisis level of a forthcoming extreme natural
event (heatwave, flood and &), by relying on the various type of forecasts. The
assessment of the severity of thexminent crisis is provided in the whole Region of
Interest (global level) along with the assessments in smaller areas
Furthermore, the mechanism to integrate Flood Bz maps and Risk/Impact maps
implemented.
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b) RealTime Monitoring and Risk Assessmentponent enablethe assessment othe
severity level of a crisis in progress based on the heterogeneousimeainformation.
Fusion involvesmeasurementsfrom senses, such as redlme weather observations,
whichare combined with local and dynamic informatioinom citizens and first responders
through incident reports sent from their mobile applicatianghe proposed Risk
Assessment algorithm employs this infornoetiand estimates the risk/severity of the
ongoing flood locally in the specific areas and/or globally in the whole region of interest.
The generated outcomes are presented in various plots at beAWARE dashboard as well as
at PSAP.

In the last developmenperiod, Early Warningcomponentwas updated to use th&/eather

Fire Index instead of the Simple Fire Infl@xthe estimation of theexpected fire danger. The
predictions of this index and the oversefire danger level are obtained from European Forest
Fire Information System (EFFIS) pofTake results of the early warning are transmitted to the
PSAP and beAWARE dashbo8pekcifically, in the PSAP map, crisis and information managers
receive indicatias regarding the estimations of the expected fire danger crisis in various pre
defined locations.

As concerns th®ealTime Monitoring and Risk Assessmeainponent in the final period of
development, the data from weather sensors fuse along with the outcomes of multimedia
(image, video) data analytical modules and text analysis module of beAWARE. The goal is to
dynamically assess the risk and severity llesfethe ongoing fire crisis by exploiting the

2001 AYSR AYTF2NXIGAZ2Y FNRY OAGAT Sya FyR TFTANAI
where the fire crisis is in progredsach time where a new incident with multimedia content
isimported to the systen and the analysis module produces the resi®saiTime Monitoring

and Risk Assessmeaimponent receives the analysis and proceeds to the necessary updates

of the severity level in the zone where the specific incident has taken place.

It is worth to not, that the Crisis Classification component is able to support various types of
categorisation of the overall risk and crisis severity including the caloding. Thus, a 6 levels

a0t SY GgKAOK A& &aAYATIFNI 2 GKS .oldvever{iftie OF (G S:
fire pilot, Crisis Classification has adopted a 5 tesedle serving the endsers' needs and
requirements.

2 A0K NBaLISOG G2 GKS S@If dzk GA 2y indidators &e&used:2 R dzf S

Performance Number d forecasting and reaime observations
Indicators
Definition Number of forecasts, redlme observations that Cris

Classification components receive and handle during
pre-Emergency and Emergency phases.
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Domain Emergency Management Systems

Range Real numbers

Limitations Prediction models cannot produce any valid forecasts

Performance Number of messages

Indicators

Definition Number of messages that generated as outcome of
performance of Crisis Classification

Domain Computing

Range Positive integer number

Limitations n/a

Performance Execution Time

Indicators

Definition Estimate the execution time in seconds over each on
the algorithmic steps of the Crisis Classificat
components.

Domain Computing

Range Positive reahumber

Limitations n/a

2.3.6 Text Analysis

Fylteanra
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targeted in the project, English, Greek, Italian and Spanish, and produce an ortedulyy
output that can be integrated into the semantic repository by the KBS.

Pagel7

a/
LS



[0)
heAWARE D7.9V05

For the third development period, UPF hasdesigned the text analysis pipeline to produce

an integrated linguistic structure from which to perform the extraction of concepts and
relations. Obtaining this structure, described in detail in D3.4, involves reconciling overlapping
annotations produced bythe improved versions of the disambiguation and geolocation
components, and marking all multiwords as a single unit (or token) before conducting the deep
parsing of the input texts, so that nodes of the resulting dependency graph correspond to
either individual words, locations or disambiguated meanings.

The concept and relation extraction component operates on this structure by simplifygng t

NER Concept
detection

\ 4 4

Geolocation Disambiguation

o4 ¢

Retokenization

. 4

Linguistic
analysis

. 4

Concept and relation
extraction

Figured. architecture of the final version of the text analysis module, as shown in

graph obtained from each sentence or tweet and mapping the meanings and locations to
classes of the beAWARE ontology. The final version of the component has been improved to
use mappings from BabelNbased meanings to ontology classes obtained usingi-se
automatic methods. It has also been extended to detect and extract states related to incidents,
e.g. hypothetical status of an event, its magnitude, etc.

The seHassessment plan, as described in deliverables D1.1, D1.2 and D1.3, foresaw two
automatic quantitative evaluations of extracted concepts and of extracted relations, both
against manually annotated corpora. A manual qualitative evaluation of the resulting
conceptual representations was also planned, which should be conducted in terms of their
completeness and expressiveness. In the deliverables reporting results forDR2 D7.6

and D3.4, quantitative evaluations were broken down into separate evaluations for each of
the components making up the text analysis pipeline: syntactic dependersing and deep
parsing (D3.3), and concept detection, disambiguation and geolocation (D7.6 and D3.4).
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Introducing separate evaluations affected the baselines and performance indicators proposed
in the selfassessment plan, which were replaced with bassispecific to each component.

The two qualitative evaluations in D7.6 and D3.4 focused on the structures integrating both
extracted concepts and relations between them, and produced for the second and third pilots.

As explained in D3.3, the performancelicators used for the evaluation of the linguistic
analysis tasks differed a bit from those proposed for the quantitative evaluation of relation
extraction in D3.1. The table below describes the final version of the indicators.

Performance Unlabelled Attachment Score (UAS) and Labe
Indicator Attachment Score (LAS)
Definition Indicate the correctness and completeness of the extrad

linguistic relations that are the basis for conceptual relat
extraction. Unlike UAS, LAS considers the typelation.

Domain Surface and deep syntactic dependencies using UD of
tagsets.

Range The values of these metrics are between 0 and 1.0.

Limitations These metrics do not evaluate the final concept

extractions directly, but the linguistic relatiorisom which
they are derived. They cannot asses the significance of e
for the final relation extraction task.

The following two tables describe the performance indicators used for the quantitative
evaluations of the linguistic analysis, concept datetand disambiguation components. The
indicators have been kept the same across deliverables detailingssdssment plans and
deliverables describing text analysis in W{EB.3 and D34 except that the precision and
recaltbased F1 scores are nowpated instead of reporting separate precision and recall
scores.

Performance F1 of detected concepts
Indicator
Definition This metric compares the terminological conce

automatically detected by the concept detection compong
against a manually annotated gedtiandard.

Domain Concept mentions detected on textual inputs

Range The values of this metric are between 0 ah@.
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Limitations This metric outlines errors in the delineation of conce
boundaries but cannot indicate the type and thus t
severity of such errors. In addition, F1 cannot capture
implications of interannotator agreement (Cohen's kapj
coefficient) in the attained upper bound performances.

Performance F1 of disambiguated concepts
Indicator
Definition This metric compares the disambiguated references

BabelNet synsets produced by the entity linking compon
against a manually annotategbld-standard.

Domain BabelNet synsets annotated on textual inputs

Range The values of this metric are between 0 and 1.0.

Limitations F1 indicates erroneous sense assignments but cannot a
the semantic distance between the assigned and expe
sene.

The geolocation component was not foreseen in the DoW and therefore no performance
indicator was specified in the various versions of the-asffessment plan. In this document
we will report the same F1 metric used in D3.4:

Performance F1 d detected locations
Indicator
Definition This metric compares locations detected by the sys

against a manually annotated gedtiandard. Actual location
are compared-using the reference ids from geographic
databasesrather than just annotations of mentionia the

text.

Domain Geolocated mentions of locations in texts

Range The values of thi metric are between 0 and 1.0.

Limitations This metric does not account for geographical dista
between locations, nor does it account for int®nnotator
agreement

The seHassessment plan set improvements of 5% and 15% overpegkirming baseline as
lowest and highest expectations for each of the performance indicators described in the tables
above.
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2.3.7 Automatic SpeechRecognition

The Automatic Speech Recognition (ASR) component is used in combinatidiultiimgual

Text Analyse(MTA) in order to automatically extract information from emergency calls and
audio messagedJntil the second prototype, the Italian and Greek acoustadels had been
adapted to casespecific recorded speech, in order to enhance emergertated
terminology and corresponding dictionaries had been cleared from erroneous or rare words.
A calicenter solution was also integrated in the platform, in ordereéceive emergency phone
calls, and a relevant function was developed, able to fetch recorded calls and forward them to
ASR. During the call, the caller is able to determine his/her language, through an Interactive
Voice Response (IVR), in order for th# to be forwarded to the corresponding ASR language
model.

As it has already been described in D3.4, at the final version of the component, the focus was
mainly on the Spanish model, which was also the official language of the third pilot. The
Spanish radel was enhanced by adding missing words and locations in the Spanish dictionary
from a set of phrases created by PLV. The Spanish language model (LM) was adapted
accordingly, by extending the initial LM with new word sequence probabilities from the
geneted dataset. Additionally, some technical issues affecting recognition accuracy were
fixed, including the format of the language models and the quality of the audio files coming
from the Mobile App. Finally, for the needs of the Fire Pilot (Blended Phass)llaboration

with PLV, their dedicated call center was integrated to beAWARE and emergency calls were
fetched and transferred to ASR component.

With respect to the process of evaluating the performance of ASR, the follp&nmgrmance
indicators areused, which were also described in D1.1:

Performance Word error rate (WER)
Indicator
Definition WER is a common metric for measuring the performa

of a speech recognition system, by comparing
reference transcription (ground truth) and the ASR out
(hypothesis of what was s3gidIt includes: substitutior
errors (S), i.e. misecognition of one word for anothel
deletion errors (D), i.e. words are missed completely,
insertions (I), i.e. extra words introduced into the te
output by the recogriion system. WER is defined as:

WER=(S+D+I)/N, where N is the number of words in
reference. It is usually expressed as percent word €
%WER, which is WER*100%.

Domain Speech recognition

Page?l



[0)
heAWARE D7.9V05

Range The values of this metric are larger than 0, havingipper
bound.
Limitations {AYyO0S (GKS 29w YSGNRO R2§
R2Say Qi YSIadaNBS K2g 3I22R
one is better than another. Additionally, at high error rat
the measure gives far more weight to insertions than
deletions.
Performance Word accuracy (WAcc)
Indicator
Definition WAcc is another metric commonly used for measuring
performance of speech recognition systems and is compute
WAcc = WER. It is usually expressed as percent word accu
which isdefined as %WAcc = 100WER.
Domain Speech recognition
Range The upper bound for the values of this metric is 1, with no lo
bound.
Limitations WER can be larger than 1 and as a result, WAcc can be s
than 0.

2.3.8 Visual analysis

Visual analysién the beAWARE project is carried out by the IMAGE ANALYSIS and VIDEO
ANALYSIS components and their overall objective is concept extraction from visual content
(images/videos). Several modules have been developed and integrated

T

Emergency classificatiorso as to determine which images/videos contain an
emergent event or not (i.e. a fire, smoke or flood event). This module participated in
the 39 pilot.

Object Detection and Tracking, so as to find people, animals and vehicles that exist in
impacted locatns.

Face Detection, so as to accurately count persons inside shelters and places of relief.
Dynamic texture localization, so as to localize fire or flood dynamic textures in
images/videos and estimate the severity level of the detected people and velmncles
the same area.

Visual River Sensing performs visual analysis on videos from static surveillance cameras
installed by the river, in order to estimate the water level and generate alerts, in case
of threshold exceeding. This module has already been dstnated in the Flood pilot

and evaluation results have been presented in D7.6. The module was not used during
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the Fire pilot and consequently it will not be evaluated in this deliverable. However,
due to several improvements since the second prototypepé@gormance has been
evaluated again and results were presented at D3.4.
1 Sensitive content blurring, so as to protect the privacy of targets inside the visualized
images/videos on the platform if needed.
The following tables define the performance indet that will be used in this report for the
visual analysis components:

Performance Classification Accuracy

Indicator

Domain Image Classification

Definition Classification accuracy is an adjusting percentage score

indicates the percentage aforrect predictions. In othe
words, it is the ratio of True Positives and True Negat
over all samples.

Range The values of this metric are between 0 and 1.0. High
better.

Requirements To perform this evaluation, annotated data must exist of
prepared.

Performance Average Processing Time (seconds)

Indicator

Domain Image and Video Processing

Definition It is the average time in seconds that the components n
to process a single item (image or video)

Range All positive numbers. Higheneans faster.

Requirements None

2.3.9 beAWARKnowledge Base

The Knowledge Base (KB) constitutes the core means for semantically representing the
pertinent knowledge and for supporting decistamaking.The Knowledge Base Service (KBS)
receives notifications &m the other beAWARE modules (e.g. the analysis components) and
populates the KB with newly available data. By applying reasoning tisdesverall situation

is assed and decisiemaking is supported.The semantic content in the KB lissed on the
beAWAR ontologywhich represents the data in\aell-defined formalism The Knowledge

Base also providesuwser interface (se€igureb) for (i) accessing the risk maps, (ii) analysing
the available messages (see D4.3 for more information about the analysis workbench), (iii)
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incident map and (iv) incident list to visualize amavigate through the available semantic
content.

Forrest Fire Valencia

Valencia Overview Map

Risk analysis Analysis Workbench

Incident Map e
Sean Fili 4
2 ALy r J SE—
7 B L0

Incident Analysis Incident List

Figureb: User interface for the Knowledge Base

Both KB and its service (KBS) continuously change in response to the maturation of the system.
This happens, on one hand, due ttee enrichment of the ontology in order to take into

account new concepts relevant to the beAWARE UCs and on the other hand due to the
insertion of new features and components used to extract further and more accurate
information. Like explained in D4.3 dnD7.8 new concepts (e.ganimals, people in
wheelchairf X0 KI @S 0SSy AyOfdzZRSR G2 NBLNBaSyil
components.

A guantitative evaluation of the ontology is not possible. Therefore, we refer tekmelivn

metrics and tools, wich allow a qualitative evaluation of the ontology. Therefore, with respect

G2 GKS S@lfdz A2y 2F GKS Wwadatda®@sad: LISNF 2 NY I y O

FESIEES Ontology consistency
Indicator
Assess whether an ontology modesigitactically and semantical
Definition consistent. Typically performed with the help of a reasoner (e.g
Pellet, HermiT).
Domain Parse model and check for inconsistencies.
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Only 1 of 2 values returned: (1) True (consistency checks succ

Range OR (2) False (ceistency checks fail). Some reasoners also proy
explanations in case of failure.
1 For very complex models, consistency checking and

Limitations explanations generation is timand resourceconsuming.
1 Explanations may be too complex to follow.

:Dnt(ajriio;tr(r)l ?nce Ontology quality
Diagnose and repair potential pitfalls in the modelling approach

Definition that could lead to modelling errors. Can be performeq with the
help of relevant software tools (e.g. OOR®INtOlogy Pitfall
Scanner!).

Domain Parse model and check for modelling pitfalls.

Range Three types of pitfalls: critical, important, minor. Possible negat
consequences may also be calculated.

Limitations R.elying. on thi.rebarty services entails risk in case the services a
discontinued in the future.

IR Ontology structure

Indicator
laasSaa GUKS ljdzrtAdGe 2F GKS 2y

Definition attribute richness, width, de_pth and_inheritance. Relies on grap
based and schema evaluation metrics. Capégormed with the
help of relevant software tools (e.g. OntoMetrics).

Domain Parse model and generate values for the metrics.

Range Rem{XNR xx n Y

Limitations R.elying. on thirebarty services entails risk in case the services a
discontinuedin the future.

beAWARE Knowledge Base Service

The interaction between the beAWARE Knowledge Base and the Knowledge Base Service (KBS)

is based on the execution of complex and elaborate queries from the latter to the first.

2 A0K NBaLISOG G2 GKS S@If dz GA 2y indidators &e&used:2 R dzf S

Performance . . L
: Semantic fusion execution time

Indicator
Assess the execution duration of processes that populate incor
knowledge to the ontology (seamtic fusion) in relation with the

Definition volume of data already existing in the ontology. This should rey
any underlying scalability weaknesses of either the KB or the K|
when the stream of data during a crisis dilates.

Domain Run a simulation of the Valeiacpilot to generate values for the

metrics.
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Range

Positive real numbers for time values where lower is better.

Limitations

Execution times are expected to vary, based on the provided
computing resources of the deployment environment.
Additionally, the network communication overhead affects the
overall performance. For our evaluation, WG was deployed on
cloud servers,anddS Y. { ¢l & RSLJ 2&SR
Virtual Machine with 5GB of RAMcére CPU and an SSD.

Performance
Indicator

Semantic reasoning execution time

Definition

Evaluate the execution duration of semantic reasoning
mechanisms. In a nutshell, theatter undertake the interlinkage of
discovered knowledge and the investigation for new/underlying
knowledge in the ontology. These tasks are expected to preser
increase of execution times proportionate to the volume of data
already in the ontology.

Domain

Run a simulation of the Valencia pilot to generate values for th¢
metrics.

Range

Positive real numbers for time values where lower is better.

Limitations

Execution times are expected to vary, based on the provided
computing resources of the deplment environment.
Additionally, the network communication overhead affects the
overall performance. For our evaluation, WG was deployed on
Oft 2dzZR ASNBSNHEZX YR GKS Y. { ¢
Virtual Machine with 5GB of RAMcére CPU andn SSD.

Performance
Indicator

Kafka Bus message handling times

Definition

KBS input arrives via the Kafka bus in the form of various mess
types (topics). Each topic requires different actions, i.e. a dedic
sequence of queries towards the Wthese actions apparently
present a variable complexity, thus a study on the temporal
performance per message type is of special interest.

Domain

Run a simulation of the Valencia pilot to generate values for the
metrics.

Range

Positive real numbers forrtie values where lower is better.

Limitations

Execution times are expected to vary, based on the provided
computing resources of the deployment environment.
Additionally, the network communication overhead affects the
overall performance. For our evaluatipWG was deployed on the
Of 2dzZR aASNWSNEZX YR GKS Y. { &
Virtual Machine with 5GB of RAMcére CPU and an SSD.
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Performance
Indicator

KBS messages validation

The validation component reads the output of the KBS and

processes it in order to detect potentially erroneous incidents. 1
process includes parsing the Kafka bus messages and exchan
Definition messages with the Crisis Classification component to crossche
with environmental metrics. The average duration for a messag
to be validated illustrates the impact of this new component to {

system.
. Run a simulation of the Valencia pilot to generate values for thg¢
Domain .
metrics.
Range Positive real numbers fdime values where lower is better.
Limitations -

The performance indicators demonstrated in this section have the execution duration values
as a common factor. Consequently, a set of timers has been injected in the code of the KBS to
calculate and logll required times. The generated datasets also contain associations with the
volume of stored incident reports at that moment, as a metric of scalability from-user
generated incoming data.

beAWARE geoServer

Risk maps are used toticulate and visualizagsksat the asset leveNext to those risk maps,
additional layers with use case specific information have been integiaeFigure6). The

2"d verdgon of the beAWARE platform has been extended to support thei®t in the area

of Valencia. Therefore, external data sources (e.g. locations of hydrants in the area) and
information about past events (burned areas in in the years before) have beegrateel.

Those maps ca be displayed in the KB Ul and can be accessed by other modules (in this case
the crisis classification component) via a standardized interface (Web Map Service; WMS).
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Valencia Overview Map

|
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Figure6: Visualization of the availabtglS data

A dedicated technical evaluation was not performed for the risk maps. They are integrated in
the overall beAWARE platform and part of tHé @lot. Therefore,the evaluation is done in
the Evaluation report of the final system in D2.8.

2.3.10 Multilingual Report Generator

Starting from contents in the knowledge base, the report generation module produces
multilingual text providing to the users of the platform with relevant information about an
emergency. Two types of reports have been implemented, ts$itirational updates typically

1 or 2sentence long, and wrapp summary reports issued at the end of an emergency and
containing multiple multsentence paragraphs.

Work for the final release has largely focused on updating the module to new ontology
contents and in improving the quality of the wrap summaries. This has involved improving
the methods for mapping ontological representations onto linguistic structures, and on
improving the methods for hybrid rulbased and statistical multilingual text mgration. As

an important byproduct of the work in beAWARE, multilingual datasets have been developed
for training the models and resources used for text generation.

As explained in D5.3, the evaluation strategies and indicators used in WP5 deliverables
evaluate multilingual generation rather than text planning, as the latter was addressed with
simple ad hoc methods due to user requirements. For this reason, the indicators proposed for
text planning in the selassessment plan (see D1.1 and D3.1) have degpped in favour of

a more thorough evaluation of linguistic generation. Evaluation strategies carried out include
automatic qualitative and manual qualitative evaluations for multiple languages. The manual
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guantitative evaluations in the seffssessmenplan using the questionnaires introduce in
D7.6 have been finally excluded from this deliverable. This decision, already introduced in
D5.3, has been adopted due to the nature of tHe@lot, where all reports produced by the
system were already tailotkto the specific emergency scenario and would have produced
artificially inflated results if evaluated using questionnaires.

Below are the tables describing the performance indicators used for the evaluation of the
multilingual report generation moduldBLEU was already proposed in D1.1 and reported in
the technical report for the second pilot D7.6, while METEOR and TER were introduced in D5.3.

Performance BLEU

Indicator

Definition Precisiororiented Ngrambased comparison of sentenct
in system generated text against gold text.

Domain Texts in each of the beAWARE languages.

Range From O to 1.0.

Limitations Based on strict word matching, cannot account

synonyms orsemanticallyrelated words. Favours shorte
system texts.

Performance METEOR

Indicator

Definition Recaloriented unigram comparison of sentences |
system generated text against gold text.

Domain Texts in each of the beAWARE languages.

Range From Oto 1.0

Limitations Based on stemming and synonyms, the correlation of

metric with human judgements depends on the quality|
languagespecific stemming tools and synonyr

dictionaries.

Performance TER

Indicator

Definition Comparison of sentencdsased on minimum number @
edits -insert, delete, replace and shift single woxg
required to transform system sentence to gold sentenc

Domain Texts in each of the beAWARE languages.
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Range FromO0to 1.0

Limitations Based on strict word matchinggannot account for

synonyms or semanticathglated words.

2.3.11 Drones Platform
¢tKS RNRYySa LELFTGF2NY A& | AaASNBAOS G2 02yySO
customers, to easily configure, launch, and monitor drone related activities. The drones

platform consists of 3 components: 1) the Drones server, 2) the Drones edge device, 3) the
Platform Dashboard.

The essence of the drones platform capabilities is the combination of route planning and
drones agnostic autonomous dynamic piloting, with theypsioning of data and metadata
collected by the drone, making it available to interested beAWARE analysis components.

In the second and final iteration of the Drones Platform, based on the fire use case
requirements, we concentrated on supporting the temission of video from the drone to
backend, supporting additional analysis components to consume that data. Work included
controlling the bit rate, employ compression mechanisms, based on available bandwidth and
capacity of the corresponding drones vidaaalysis component.

The following tables provide the definition and description of the main properties of each of
the pertinent performance indicators.

Performance Dynamic route planning

Indicator

Definition Ability to define parts of the flight pladynamically in realime
while in the middle of a flight

Domain Flexibility

Range Binary (O or 1)

Limitations Limited by the battery life for a single flight

Performance Bidirectional interaction with the platform

Indicator

Definition Ability to send imagery at an appropriate rate and consume b
analysis results sent by the platform

Domain Performance

Range Positive numbers the higher the better

Limitations Limited by the performance of the network connectivity
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2.3.12 Public Safety Answeringoint

The objective of this component is to serve as a means for public safety answering points
(PSAP) to obtain situational awareness and a common operational picture before and during
an emergency, and to enable efficient emergency management basedmified mechanism

to receive and visualize field team positions, incident reports, media attachments, and status
updates from multiple platforms and applications.

The objective of this component is to serve as a means for public safety answering points
(PSAP) to obtain situational awareness and a common operational picture before and during
an emergency, and to enable efficient emergency management based on a unified mechanism
to receive and visualize field team positions, incident reports, media attaatsnand status
updates from multiple platforms and applications.

In the final version, we have extended the information displayed on the map having the ability

G2 4SS Y2NB RSi{GFAfa Ay GRNAff R2gy¢ YRS T2N
differentiate per incident typeand also fonew were added fometrics display.

In addition, we haveeworked the color coding together with PLV teaadded the ability to

present thezone of interestwith rectangular boundariesmproved the clarity of alerting
mechanism by displaying the radius of the population being alerted on the majorgmadved

the command and contrgdicture.

In the perationsManagermodule, we have added the ability to modify an existing task and
in the FA an ability to resend a previous message with different parameters

The following tables provide the definition and description of the main properties of each of
the pertinent performance indicators.

Performance Visualisation time
Indicators
Definition Visualisation timeis the timeneeded by our interface tq

display the data received. Specifically, for the P!
component, visualisation time refers to the number
seconds between an incident or metric report is recei
until the time the data is visuaed on the Map or the

Dashboard.
Domain Computing
Range The values of this metric are larger than 0.0, having

upper bound.

Limitations -
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2.3.13 Mobile Application

The mobile application is the interface used by citizens and first responders to intethct
the beAWARE platform.

In the first prototype, it was possible to send multimodal reports and receive public alerts. For
the second prototype, the app was extended witfasic team and task management
functionality.In the final versiorthe team functonality was extended to be able to specify a
team-name and-profession which can be now used to send public alerts to a specific group
of first respondersFurthermore,the user interface and user experienagre improvedto
adapt commonly used patterna mobile applications.

With respect to the evaluation of this module, the followinglicatorare used:

Performance Number of met requirements

Indicator

Definition Number of the user requirements (listed in D2.10) that
realized in the mobile app.

Domain Requirements

Range Number of requirements defined in D2.10

Limitations

Performance Usability

Indicator

Definition Clear and userfriendly visualization of different
information layers gathered from disparate data source

Domain Visualizatiorand interaction

Range 5-point Likert scale.

Limitations Each report should be assessed by multiple Ul elemen
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In this section, an evaluation report is providdthe evaluatiorperformedis in accordance

with the criteria and methodology spelled out in the previous section and carried otiteby
performance indicators defined in the first part.

3.1 Social Media Monitoring

The Social Media Analysis (SMA) module has not been modified sinsecined prototype,

so the evaluation stands the same as described in deliverable D7.6 (M26). In short, the
adapted text classification technique (to estimate the relevancy of a tweet) has been
evaluated on a dataset of 1,000 humannotated tweets in Italia about flood, achieving a
precision of 84%, a recall of 89% and astére of 87%. Furthermore, it has been examined
whether the validation layer improves the results. Indeed precision asdoFe have been
raised to 96% and 93% respectively.

On the otherand, the complete version of Social Media Clustering (SMC) has been integrated
and evaluated after the second prototype. The experiments concededrmining which
clustering technique is the most suitable for the spatial grouping of tweets in the frdme
disaster incidents. The dataset consisted of 88 synthetic Spanish tweets about fires, which
have been created by PLV specifically for tffep8ot of beAWARE in Valencia, Spain. A
comparison was realized between 16 clustering methods, using Normalietal
Information (NMI) score as the evaluation metric. The resulBigure7 show that our fine

tuned DBSCAN implementatiogpsset to 0.001 ananinPtsset to 3) outperformed the other
algorithms, managing to predict the correct number of clusters and achieve an NMI score of
1.0.

NMI score
1
0.3
0.3
07
0.6
05 -
g ] ey 2 by C‘b o Y 4 & &2 o £ o & 0‘5\
o5 o W & <« & o ¥ & &P N
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Figure7. Comparison of clustering techniques, with finmed DBSCAN outperforming
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As far as it concerns the third beAWARE pilot, 45 tweets have been crawled in total, out of
which 3 were found fake, 3 contained unrelated emoticons, 5 were estimated as irrelevant to
fire incidents and 34 were estimated as real and relevant. Checkingeonantent of these
tweets, the above classifications were correct. Based on these 34 validated tweets, 17 Twitter
reports were created and displayed as incidents. In general, both SMA and SMC and the
involved services (e.g., verification, relevancy estiomg have all worked as expected and no
issues have been raised during the pilot.

3.2 Communication Bus

The main purpose of this component is to provide generic communication capabilities among
different beAWARE components. It is used to send messages ariftitaimns among
components. In a microservices based architecture, such as beAWARE has adopted, there is a
need for communication among different microservices, and the communication bus fills this
requirement as a means for components to declare the labdity of a new piece of
information, combined with components their interest to be notified. Extensive work has been
done in beAWARE to reach an agreed upon list of topics and their corresponding formats.

The communication bus is configured, upon depieynt, with the necessary set of topics as
agreed upon between the different components. In addition, the message structure of each
message in each topic is agreed upon and documented by the cooperating components. The
communication bus supports the numbef different topics required for a beAWARE
installation, along with the associated aggregated throughput in all topics. That assertion was
validated in the 3 project pilots and in the continues testing of the platform. Moreover, in the
third pilot we enhared the drones platform to support a continuous flow of video chunks
thus exercising both the object store and the message bus heavily, by sending video chunks
every 3 second over a period of approximately 15 minutes per flight session. BeAWARE
experiencedno problems coping with the required throughput exhibiting a reasonable
latency. A representative session included sending 296 video files, corresponding to about 15
minutes of video. The duration of message submission to the message bus was: 228 ms on
awverage, with a standard deviation of 33 ms.

The communication bus is realized by using an instance of a MessageHub service, deployed in
L. aQa Of 2 dziRlde based Bn adKlafiialcluster, and the interaction with the service is
realized using standard &a clients.

The communication bus has been deployed as a central component of the beAWARE platform
for over two years. It is being extensively used by most components on a regular basis.

Some representative figures of the load on the message bus whildating the third pilot
workloads.
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Object storage statistics are provided as wekigurel0, indicating more than 36K files stored
with a total size of 16 GB.

Figure8: Message bustatistics

Figure9: Cloud Object Storage details
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